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Cosmology
Cosmography

Build the cosmic distance ladder, strengthen existing calibrations at high z
Measure the Hubble parameter, dark matter and dark energy densities, dark 
energy EoS w, variation of w with z 

Black hole seeds
Black hole seeds could be intermediate mass black holes
Might explore hierarchical growth of central engines of black holes

Dipole anisotropy in the Hubble parameter
The Hubble parameter will be “slightly” different in different directions due to 
the local flow of our galaxy

Anisotropic cosmologies
In an anisotropic Universe the distribution of H on the sky should show 
residual quadrupole and higher-order anisotropies

Primordial gravitational waves
Quantum fluctuations in the early Universe could produce a stochastic b/g

Production of GW during early Universe phase transitions
Phase transitions, pre-heating, re-heating, etc., could produce detectable 
stochastic GW
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New Developments: In a nutshell
Compact binary coalescences could be used to measure both 
the luminosity distance and redshift their host galaxies

Three different methods explored so far
post-Newtonian tidal effect
statistical approach based on the narrow distribution of neutron star masses
merger dynamics that contains information about the intrinsic mass of the neutron star

Low frequency sensitivity is critical to observing intermediate 
mass black hole binaries

Black holes of 10-1000 solar masses might be seeds of supermassive 
black holes at galactic nuclei
Observing them at high redshifts would require good low-frequency 
sensitivity

Detector networks are useful in completeness of a survey
More detectors does not necessarily mean deeper surveys but bigger 
networks have greater completeness
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Precision Cosmology: Requirements
By PC (Precision Cosmology) we assume accurate measurement of 
dark energy EoS, given that every other cosmological parameter is 
known.

Measurements that are worse than other dedicated DE missions are not 
attractive and cannot be chosen to be a primary objective of a GW science 
goal. 

What do we need for PC:
Requirement if the number of observed sources is ~ few (<10)

Accurate measurement of luminosity distance - fractional error in distance should be at the 
level of 0.1-1%
Identification of the host galaxy - sky localisation to within 1 sq degree
Correct for weak lensing bias in luminosity distance at the level of 0.5% (currently thought 
to be impossible)

Requirement if the number of observed sources is large (>100):
Distance accuracies to within 30%
Identification of candidate host galaxies to within 10 sq degrees

Requirement if the number of observed sources is very large (~1000)
Distance accuracies to within 50%
No need for EM identification but  
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Established Fact: Inspiralling Binaries are 
Standard Sirens

Gravitational wave observations of compact 
binary coalescences measure both the apparent 
and absolute luminosity of a source

The amplitude of the strain we measure gives us the 
apparent luminosity 
The rate at which the frequency of our signals increase 
depend solely on the intrinsic luminosity

It is therefore possible to measure the distance to 
a compact binary source
Compact binary inspirals are self-calibrating 
standard sirens
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The importance of a detector network
The strain amplitude contains a number of unknown angles 
which must be determined to extract the relevant parameters

We would know h at any given time as well as frequency 
derivative, this helps in measuring D
But D is the effective distance containing source position, 
polarisation and its orientation and the distance to the source
The angles must all be measured to infer D and this where the 
source of large errors is

4

where ψ is the polarization angle defined by cosψ = eθ · ex. The antenna pattern functions of the interferometer
whose arms are (e1, e2) is:

F 1
+ = −

√
3

4

�
(1 + cos2 θ) sin 2ϕ cos 2ψ + 2 cos θ cos 2ϕ sin 2ψ

�
, (9)

F 1
× = +

√
3

4

�
(1 + cos2 θ) sin 2ϕ sin 2ψ − 2 cos θ cos 2ϕ cos 2ψ

�
. (10)

The antenna pattern functions are a factor sin γ =
√
3/2

smaller than that of an L-shaped detector of the same
length, where γ = π/3 is the opening angle of ET’s in-
terferometer arms.

The antenna pattern functions of the other two detec-
tors in ET, with arms (e2, e3) and (e3, e1), are obtained
from F 1

+ and F 1
× by the transformation ϕ → ϕ± 2π/3 :

F 2
+,×(θ,ϕ,ψ) = F 1

+,×(θ,ϕ+ 2π/3,ψ), (11)

F 3
+,×(θ,ϕ,ψ) = F 1

+,×(θ,ϕ− 2π/3,ψ). (12)

FA
+ and FA

× are sometimes called antenna amplitude pat-
tern functions to distinguish them from their squares
(FA

+ )2 and (FA
× )2, which are called antenna power pat-

tern functions [31]. The overall response of an interfer-
ometer to an incident wave depends on the square root of
the sum of the antenna power pattern functions F 2

++F 2
×.

The joint response of all the three detectors in the ET
network is

F 2 =
3�

A=1

(FA
+ )2 + (FA

× )2, (13)

which can be shown to be equal to

F 2 =
9

32

�
1 + 6 cos2 θ + cos4 θ

�
. (14)

Thus, the joint antenna power pattern depends only on
the colatitude θ of the source. ET’s response is smaller
compared to an L-shaped interferometer by a factor

√
3/2

due to the 60◦ opening angle, but its 3 detectors enhance
its response by

√
3, leading to an overall factor of 3/2.

This is indeed what we find: F (0) = 3/2. The response
averaged over θ is

�
�F 2� =

�
2/5F (0) � 0.63F (0) and

its minimum value is F (π/2) = F (0)/
√
8 � 0.35F (0).

With an average response 63% of its optimum and a worst
response 35% of its optimum, and with no null directions,
ET has virtually all-sky coverage.

C. Null stream

It follows immediately from Eqs. (4), (5) that the sum
of the individual responses

�
A hA is identically equal to

zero. The sum of the responses of any set of Michelson
interferometers forming a closed path is zero and is called
the null stream. As we shall discuss later, such a null
stream is an invaluable tool in data analysis.

Two L-shaped detectors with arm lengths of 7.5 km
(and total length of 30 km), rotated relative to each other
by an angle π/4, are completely equivalent to ET in terms
of their response and resolvability of polarizations. How-
ever, their response cannot be used to construct a null
stream.

D. Distance reach to compact binaries

In 1986 Schutz showed [59] that inspiralling binary sys-
tems are standard candles whose (luminosity) distance
can be measured from the observed gravitational wave
signal, without the need to calibrate sources at different
distances. Our detectors are able to measure both the
apparent and absolute luminosity of the radiation, and
hence to extract the luminosity distance of such a source:
the magnitude of the gravitational wave strain gives the
apparent luminosity but the rate at which the signal’s
frequency changes gives the absolute luminosity.
For simplicity we shall consider a binary that is lo-

cated at an optimal position on the sky (overhead with
respect to the plane of ET) and optimally oriented (i.e.
its angular momentum is along the line of sight). The
discussion below holds good even when these assump-
tions are dropped, but the measurement of the various
angular parameters would be essential in order to dis-
entangle the distance. This would require a network of
three or more detectors with long baselines to triangulate
the source’s position on the sky. We will also only con-
sider the GW quadrupole amplitude in this discussion;
higher-order corrections to the amplitude do not affect
the conclusions.
The magnitude of the strain measured by our detectors

when the signal frequency reaches the value f is

h =
4M
D

[πMf(t)]2/3 cos

�� t

0
f(t�) dt�

�
, (15)

where M is the chirp mass of the binary, related to its
total mass M = m1 + m2 and symmetric mass ratio
ν = m1m2/M2 by M = ν3/5M, and D is the proper
distance to the source. Note that this expression is valid
in the limit of asymptotically flat, static spacetime; we
will soon discuss the effect of cosmological expansion on
the observed signal.
In addition to the signal’s strain we can also measure

5

the rate at which its frequency changes3 via

df

dt
=

96M5/3

5π
(πf)11/3 ⇒ M =

�
5π ḟ

96

�3/5

(πf)−11/5
.

(16)
Thus, measurement of the signal strain and rate of change
of frequency can together determine the system’s chirp
mass and its distance from Earth.

For cosmological sources, however, the distance recov-
ered by this method is not the comoving distance to the
source χ (equivalent to D for a spatially flat FRW uni-
verse), but rather its luminosity distance DL = (1+ z)χ.
This may be explained as follows: due to time dilation,
the chirp mass of the system inferred from Eq. (16) will
be “redshifted” by a factor (1 + z), thus the signal will
appear to have come from a source whose chirp mass is
(1 + z)M. Thus, if we reconstruct the masses of the bi-
nary from the frequency evolution of the waveform, we
will obtain redshifted masses a factor (1 + z) larger than
the physical masses of the system at redshift z. Symbols
such as m, M , M will denote physical masses, whereas
when discussing “redshifted” observed mass parameters
we will use a superscript z, for instance m

z
1 ≡ (1+ z)m1.

This increase in apparent mass does not, however,
mean that we will observe a greater signal amplitude:
gravitational-wave amplitude, being dimensionless, can-
not change due to redshift. Given this, and noting that
Mf is invariant under the effect of redshift, we find that
a source with physical chirp mass M will appear to us to
have a chirp mass (1 + z)M, and its apparent distance
will be the luminosity distance DL = (1+ z)χ, instead of
the proper or comoving distance.

Let us now consider the distance reach of ET to an in-
spiral signal from a compact binary of component masses
m1 and m2, at a luminosity distance DL and whose or-
bit (assumed here to be quasi-circular) makes an angle ι
with the line of sight. There exist different measures of
the distance reach of a detector: the horizon distance is
commonly used in data analysis (see, for instance, [32]),
while detector range and range functions were defined by
Finn and Chernoff [33] and are routinely used as a mea-
sure of detector performance. Our measures of distance
reach are inspired by all of these concepts.

The signal-to-noise ratio (SNR) ρA for a given sig-
nal (such as from an inspiralling binary), detected by
matched filtering with an optimum filter, in a detector
labelled A, is

ρ2A = 4

� ∞

0

|HA(f)|2

Sn(f)
df, (17)

3 In reality we don’t directly measure the evolution of the fre-
quency but use matched filtering to dig out the signal buried
in noisy data. The end result, however, is the same. In fact,
post-Newtonian approximation has allowed the computation of
very accurate signal models which allows us to infer not only the
chirp mass but also the mass ratio of the system.

where HA(f) is the Fourier transform of the response
of detector A and Sn(f) is the one-sided noise power
spectral density (PSD) of the detector, which we assume
to be the same for all three detectors in the ET array. A
good analytical fit [34] to the ET-B noise PSD is given
by Sn(f) = 10−50

hn(f)2 Hz
−1, where

hn(f) = 2.39× 10−27
x
−15.64 + 0.349x−2.145

+ 1.76x−0.12 + 0.409x1.10
, (18)

and where x = f/100Hz. We may write the detector
response in terms of two GW polarizations via HA(f) =
F

A
+H+ + F

A
×H×, where

H+(f) =

�
5

24

(GMz)5/6

π2/3c3/2DL

(1 + cos2 ι)

2
f
−7/6

, (19)

H×(f) =

�
5

24

(GMz)5/6

π2/3c3/2DL
cos ι f−7/6

. (20)

The coherent SNR ρ for the ET network is simply the
quadrature sum of the individual SNRs: ρ2 =

�
ρ2A. For

low mass systems such as BNS, the SNR is dominated
by the inspiral part of the signal; the coherent SNR can
then be shown to reduce to

ρ2 =
5

6

(GMz)5/3F2

c3π4/3 D2
L

� f2

f1

f
−7/3

Sn(f)
df, (21)

where f1 and f2 are lower and upper frequency cutoffs
chosen so that the integral has negligible (say, < 1%)
contribution outside this range and F is a function of all
the angles given by

F2 ≡
�

A

�
1

4
(1 + cos2 ι)2 (FA

+ )2 + cos2 ι (FA
× )2

�
. (22)

Here F
A
+×, A = 1, 2, 3, are the antenna pattern func-

tions of the detector given by Eqs. (9)-(12). Substituting
for the antenna pattern functions and summing over the
three detectors gives

F2(θ, ϕ, ψ, ι) =
9

128

�
1 + cos2 ι

�2 �
1 + cos2 θ

�2
cos2 2ψ

+
9

32

�
1 + cos2 ι

�2
cos2 θ sin2 2ψ

+
9

32
cos2 ι

�
1 + cos2 θ

�2
sin2 2ψ

+
9

8
cos2 ι cos2 θ cos2 2ψ. (23)

The quantity F determines the SNR of a source of a
given (observed) chirp mass at any given distance. Al-
though the antenna power pattern F

2 is independent of
(ϕ, ψ), the quantity F is only independent of ϕ. For cer-
tain source locations and orientations, the response is still
independent of the polarization angle. For instance, ei-
ther when the source is “overhead” with respect to ET’s
plane (i.e. θ = 0,π) or face-on (i.e. ι = 0,π), F is inde-
pendent of ψ. It depends weakly on ψ for values of θ and
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What do we actually measure?
We really only measure

the redshifted distance =  luminosity distance

blueshifted chirp mass

This means we cannot measure the source’s 
redshift without EM identification

at least that is what we thought until recently ...

If we can somehow measure the intrinsic mass 
of the source then we can resolve the redshift-
source mass degeneracy

M(1 + z)
DL = D(1 + z)
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dfobs
dtobs

=
1

(1 + z)2
dfint
dtint

=
1

(1 + z)2
96Mint

5/3

5π
(πfint)

11/3

=
96(1 + z)Mint

5/3

5π
(πfobs)

11/3

=
96Mobs

5/3

5π
(πfobs)

11/3

Mobs = (1 + z)MintGravity's Standard Sirens 

Details of the calculation
Flux =

1

4πD2

dEObs

dtObs

=
1

4π(1 + z)2D2

dEInt

dtInt
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Measuring a cosmological distance–redshift relationship using only gravitational wave observations
of binary neutron star coalescences

C. Messenger
School of Physics and Astronomy, Cardiff University, Queens Buildings, The Parade, Cardiff, CF24 3AA
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Detection of gravitational waves from the inspiral phase of binary neutron star coalescence will allow us to
measure the effects of the tidal coupling in such systems. These effects will be measurable using 3rd generation
gravitational wave detectors, e.g. the Einstein Telescope, which will be capable of detecting inspiralling binary
neutron star systems out to redshift z ≈ 4. Tidal effects provide additional contributions to the phase evolution
of the gravitational wave signal that break a degeneracy between the system’s mass parameters and redshift
and thereby allow the simultaneous measurement of both the effective distance and the redshift for individual
sources. Using the population of O(103–107) detectable binary neutron star systems predicted for the Einstein
Telescope the luminosity distance–redshift relation can be probed independently of the cosmological distance
ladder and independently of electromagnetic observations. We present the results of a Fisher information anal-
ysis applied to waveforms assuming a subset of possible neutron star equations of state. We conclude that for
our range of representative neutron star equations of state the redshift of such systems can be determined to an
accuracy of 8–40% for z < 1 and 9–65% for 1 < z < 4.

PACS numbers: 26.60.Kp, 95.85.Sz, 98.80.-k, 98.62.Py
Keywords: neutron stars, gravitational waves, cosmology

Introduction— Making use of gravitational-wave (GW)
sources as standard sirens (the GW analogue of
electromagnetic (EM) standard candles) was first pro-
posed in [1]. It was noted that the amplitude of a GW signal
from the coalescence of a compact binary such as a binary
neutron star (BNS) is a function of the redshifted component
masses and the luminosity distance. Since the former can
be estimated separately from the signal phase evolution, the
luminosity distance can be extracted and such systems can
be treated as self-calibrating standard sirens. This indicated
that GW observations do not require the cosmological
distance ladder to measure distances but concluded that EM
observations would be needed to measure the redshift of GW
sources. Upon detection of a GW signal from a compact
binary coalescence, one could localize the source on the
sky using a network of GW detectors. The host galaxy
of the source could then be identified and used to obtain
accurate redshift information whilst inferring the luminosity
distance from the GW amplitude. This idea that GW and EM
observations could complement each other in this way was
subsequently extended to include the fact that BNS events
are now thought to be the progenitors of most “short-hard”
Gamma-Ray bursts (GRBs) [2]. The expected temporal
coincidence of these events would allow the more accurately
measured sky position of the GRB to be used to identify the
host galaxy. Recent work [3–6] has explored the technical
details regarding the data analysis of BNS standard sirens
with respect to the advanced, 3rd generation ground-based
GW detectors with the aim of investigating the potential
of GW observations as tools for performing precision cos-
mology. The possibility of cosmological measurements

with space-based detectors events is also promising [7, 8].
In addition we note that statistical arguments based on the
assumed neutron star (NS) mass distribution can also be used
to infer redshift information from BNS events [9]. This novel
approach is similar to the work we present here in that it is
independent of EM counterparts.

The operation of the initial generation of interferomet-
ric GW detectors has been successfully completed. This
comprised a network of four widely-separated Michelson in-
terferometers: the Laser Interferometer Gravitational-wave
Observatory (LIGO) detectors [10] in Washington and
Louisiana, USA, GEO600 [11] in Hannover, Germany and
Virgo [12] in Cascina, Italy. We now await the construction
of the advanced detectors [13] which will recommence opera-
tions in ∼2015 and promise to provide the first direct detection
of GWs. It is expected that in this advanced detector era the
most likely first detections will be from compact binary coa-
lescences of BNS systems for which detector configurations
are being tuned [14]. Astrophysical estimates suggest a rate
of detection of at least a few, and possibly a few dozen, per
year [15] with typical signal-to-noise-ratio (SNR) ∼ 10. Al-
ready much effort has been spent on the design of a 3rd gen-
eration GW detector the Einstein Telescope (ET) [16] which
is anticipated to be operational by ∼2025. It is designed to
be ∼10 times more sensitive in GW strain than the advanced
detectors and as such we would expect to detect O(103–107)
BNS events per year [4, 15] with SNRs ranging up to ∼ 100.

In this letter we highlight an important feature associated
with the information that we will be able to extract from BNS
waveforms using 3rd generation GW interferometers, in par-
ticular ET [16]. We show that the addition of the tidal cou-
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Hubble without the Hubble:
Cosmology using advanced gravitational-wave detectors alone
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We investigate a novel approach to measuring the Hubble constant using gravitational-wave (GW)
signals from compact binaries by exploiting the narrowness of the distribution of masses of the
underlying neutron-star population. Gravitational-wave observations with a network of detectors
will permit a direct, independent measurement of the distance to the source systems. If the redshift
of the source is known, these inspiraling double-neutron-star binary systems can be used as standard
sirens to extract cosmological information. Unfortunately, the redshift and the system chirp mass
are degenerate in GW observations. Thus, most previous work has assumed that the source redshift
is obtained from electromagnetic counterparts. However, we investigate a novel method of using
these systems as standard sirens with GW observations alone. In this paper, we explore what we
can learn about the background cosmology and the mass distribution of neutron stars from the
set of neutron-star (NS) mergers detected by such a network. We use a Bayesian formalism to
analyze catalogs of NS-NS inspiral detections. We find that it is possible to constrain the Hubble
constant, H0, and the parameters of the NS mass function using gravitational-wave data alone,
without relying on electromagnetic counterparts. Under reasonable assumptions, we will be able to
determine H0 to ±10% using ∼100 observations, provided the Gaussian half-width of the underlying
double NS mass distribution is less than 0.04M!. The expected precision depends linearly on the
intrinsic width of the NS mass function, but has only a weak dependence on H0 near the default
parameter values. Finally, we consider what happens if, for some fraction of our data catalog, we have
an electromagnetically measured redshift. The detection, and cataloging, of these compact-object
mergers will allow precision astronomy, and provide a determination of H0 which is independent of
the local distance scale.

PACS numbers: 98.80.Es, 04.30.Tv, 04.80.Nn, 95.85.Sz

I. INTRODUCTION

The previous decade has seen several ground-based
gravitational-wave (GW) interferometers built, and
brought to their design sensitivity. The construction
of Initial LIGO, the Laser Interferometer Gravitational-
wave Observatory [1, 2], was a key step in the quest for a
direct detection of gravitational waves, which are a fun-
damental prediction of Einstein’s theory of gravity [3, 4].
The three LIGO detectors are located in the USA, with
two sited in Hanford, Washington within a common vac-
uum envelope (H1, H2 of arm-lengths 4 km and 2 km re-
spectively) and one in Livingston, Louisiana (L1 of arm-
length 4 km) [1, 2]. The 600 m arm-length GEO-600 de-
tector [5] is located near Hannover, Germany. LIGO and

∗email: staylor@ast.cam.ac.uk
†email: jgair@ast.cam.ac.uk
‡email: imandel@star.sr.bham.ac.uk

GEO-600 began science runs in 2002, and LIGO reached
its initial design sensitivity in 2005. The 3 km Virgo
interferometer [6], located at Cascina, Italy, began com-
missioning runs in 2005, and has participated in joint
searches with LIGO and GEO-600 since 2007. The 300
m arm-length TAMA-300 detector [7], located in Tokyo,
Japan had undertaken nine observation runs by 2004
to develop technologies for the proposed underground,
cryogenically-cooled, 3 km arm-length LCGT project [8].

Gravitational waves from the coalescences of compact-
object binaries [9] consisting of neutron stars (NSs) and
black holes (BHs) are among the most promising sources
for LIGO [10]. The first joint search for compact binary
coalescence signals using the LIGO S5 science run and
the Virgo VSR1 data has not resulted in direct detec-
tions, and the upper limits placed on the local NS-NS
merger rate are higher than existing astrophysical upper
limits [2]. However, construction has already begun on
the Advanced LIGO detectors [11], which are expected
to increase the horizon distance for NS-NS inspirals from
∼33 to ∼445 Mpc. This thousandfold increase in de-
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Messenger-Read Method:
Make use of the post-Newtonian Tidal Term

2

pling contribution to the GW waveform breaks the degener-
acy present in post-Newtonian (PN) waveforms between the
mass parameters and the redshift. This will then allow the
measurement of the binary rest-frame masses, the luminos-
ity distance and redshift simultaneously for individual BNS
events. We base our work on the assumption that the de-
tections of BNS and black-hole—neutron star (BHNS) co-
alescences made using both the advanced detectors and ET
(specifically the nearby high SNR signals) would tightly con-
strain the universal NS core equation of state (EOS) [17–20].
Once the EOS is known, the tidal effects are completely deter-
mined by the component rest-frame masses of the system. Ex-
ploitation of these effects would then remove the requirement
for coincident EM observations (so-called “multi-messenger”
astronomy) to obtain redshift information. In using GRB
counterparts for example, host galaxy identification [21] can
sometimes be unreliable, and we also require that the emis-
sion cone from the GRB is coincident with our line of sight.
Current estimates of the half-opening angles of GRBs lie in
the range 8–30◦ [22, 23], which coupled with the fact that
only some short-hard GRBs have measured redshifts imply
that only a small fraction (∼10−3) of BNS events will be use-
ful as standard sirens. Removing the necessity for coincident
EM observations will allow all of the O(103–107) BNS events
seen with ET to be assigned a redshift measure independent
of sky position. Each of these detected events provides a mea-
sure of the luminosity distance–redshift relation ranging out
to redshift z ≈ 4. With so many potential sources the ob-
served distribution of effective distance (the actual luminosity
distance multiplied by a geometric factor accounting for the
orientation of the binary relative to the detector) within given
redshift intervals will allow the accurate determination of ac-
tual luminosity distance and consequently of cosmological pa-
rameters including those governing the dark energy equation
of state. Such a scenario significantly increases the potential
for 3rd generation GW detectors to perform precision cosmol-
ogy with GW observations alone.

In our analysis we use a Fisher matrix approach applied to
a PN frequency domain waveform to estimate the accuracy
to which the redshift can be measured. We also assume non-
spinning component masses and treat the waveform as valid
up to the innermost-stable-circular orbit (ISCO) frequency,
the implications of which are discussed later in the text.

The signal model—We follow the approach of [24, 25] in
our determination of the uncertainties in our inspiral wave-
form parameters. We use as our signal model the frequency
domain stationary phase approximation [26] to the waveform
of a non-spinning BNS inspiral,

h̃( f ) =

�
5

24
π−2/3Q(ϕ)

M5/6

r
f −7/6e−iΨ( f ), (1)

where we are using the convention c = G = 1. We define
the total rest mass M = m1 + m2 and the symmetric mass ra-
tio η = m1m2/M2 where m1 and m2 are the component rest
masses. The chirp mass M is defined as M = Mη3/5, r is
the proper distance to the GW source and Ψ( f ) is the GW

phase. The quantity Q(ϕ) is a factor that is determined by
the amplitude response of the GW detector and is a function
of the nuisance parameters ϕ = (θ, φ, ι,ψ) where θ and φ are
the sky position coordinates and ι and ψ are the orbital incli-
nation and GW polarization angles respectively. The standard
post-Newtonian point-particle frequency domain phase can be
written as [25, 27]

ΨPP( f ) = 2π f tc − φc −
π

4
+

3
128ηx5/2

N�

k=0

αk xk/2 (2)

where we use the post-Newtonian dimensionless parameter
x = (πM f )2/3 and the corresponding coefficients αk given
in [25]. Throughout this work we use N = 7 corresponding
to a 3.5 PN phase expansion (the highest known at the time
of publication). The parameters tc and φc are the time of co-
alescence and phase at coalescence and we use f to represent
the GW frequency in the rest frame of the source. Note that
if the signal is modeled using the point-particle phase such
that Ψ( f ) = ΨPP( f ) then the detected signal h̃( f ) is invari-
ant under the transformation ( f ,M, r, t) → ( f /ξ,Mξ, rξ, tξ)
where ξ is a Doppler-shift parameter. For BNS systems at
cosmological distances the frequency is redshifted such that
f → f /(1 + z) where z is the source’s cosmological red-
shift. Therefore, using the point-particle approximation to the
waveform one is only able to determine the “redshifted” chirp
mass Mz = (1 + z)M and the so-called luminosity distance
dL = (1 + z)r. This implies that it is not possible to disentan-
gle the mass parameters and the redshift from the waveform
alone if the proper distance is unknown.

The leading-order effects of the quadrupole tidal response
of a neutron star on post-Newtonian binary dynamics have
been determined [17, 28] using Newtonian and 1PN approxi-
mations to the tidal field. The additional phase contribution to
a GW signal from a BNS system is given by
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where we sum over the contributions from each NS (indexed
by a). The parameter λ = (2/3)R5

nsk2 characterizes the
strength of the induced quadrupole given an external tidal
field, and is a function of the l = 2 tidal Love number (ap-
sidal constant) k2 for each NS [19, 29]. We have also defined
χa = ma/M. Note that the tidal contributions to the GW phase
in Eq. 3 have the frequency dependences of x5 and x6, and are
5PN and 6PN since when viewed in the context of the point-
particle post-Newtonian phase expansion (Eq. 2). However,
for NSs, their coefficients are O(Rns/M)5∼105, making them
comparable in magnitude with the 3PN and 3.5PN phasing
terms.

For a chosen universal NS EOS, the perturbation of a spher-
ically symmetric NS solution for a given NS mass determines
the NS radius Rns, Love number k2 and therefore also the

2

pling contribution to the GW waveform breaks the degener-
acy present in post-Newtonian (PN) waveforms between the
mass parameters and the redshift. This will then allow the
measurement of the binary rest-frame masses, the luminos-
ity distance and redshift simultaneously for individual BNS
events. We base our work on the assumption that the de-
tections of BNS and black-hole—neutron star (BHNS) co-
alescences made using both the advanced detectors and ET
(specifically the nearby high SNR signals) would tightly con-
strain the universal NS core equation of state (EOS) [17–20].
Once the EOS is known, the tidal effects are completely deter-
mined by the component rest-frame masses of the system. Ex-
ploitation of these effects would then remove the requirement
for coincident EM observations (so-called “multi-messenger”
astronomy) to obtain redshift information. In using GRB
counterparts for example, host galaxy identification [21] can
sometimes be unreliable, and we also require that the emis-
sion cone from the GRB is coincident with our line of sight.
Current estimates of the half-opening angles of GRBs lie in
the range 8–30◦ [22, 23], which coupled with the fact that
only some short-hard GRBs have measured redshifts imply
that only a small fraction (∼10−3) of BNS events will be use-
ful as standard sirens. Removing the necessity for coincident
EM observations will allow all of the O(103–107) BNS events
seen with ET to be assigned a redshift measure independent
of sky position. Each of these detected events provides a mea-
sure of the luminosity distance–redshift relation ranging out
to redshift z ≈ 4. With so many potential sources the ob-
served distribution of effective distance (the actual luminosity
distance multiplied by a geometric factor accounting for the
orientation of the binary relative to the detector) within given
redshift intervals will allow the accurate determination of ac-
tual luminosity distance and consequently of cosmological pa-
rameters including those governing the dark energy equation
of state. Such a scenario significantly increases the potential
for 3rd generation GW detectors to perform precision cosmol-
ogy with GW observations alone.

In our analysis we use a Fisher matrix approach applied to
a PN frequency domain waveform to estimate the accuracy
to which the redshift can be measured. We also assume non-
spinning component masses and treat the waveform as valid
up to the innermost-stable-circular orbit (ISCO) frequency,
the implications of which are discussed later in the text.

The signal model—We follow the approach of [24, 25] in
our determination of the uncertainties in our inspiral wave-
form parameters. We use as our signal model the frequency
domain stationary phase approximation [26] to the waveform
of a non-spinning BNS inspiral,
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surements to be made independently of the cosmological dis-
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[31] F. Özel, G. Baym, and T. Güver, Phys. Rev. D, 82, 101301

(2010), arXiv:1002.3153 [astro-ph.HE].
[32] T. Damour and A. Nagar, Phys. Rev. D, 80, 084035 (2009),

arXiv:0906.0096 [gr-qc].
[33] K. D. Kokkotas and G. Schafer, Mon. Not. R. Astron. Soc., 275,

301 (1995), arXiv:gr-qc/9502034.
[34] L. Baiotti, T. Damour, B. Giacomazzo, A. Nagar, and

L. Rezzolla, Physical Review Letters, 105, 261101 (2010),
arXiv:1009.0521 [gr-qc].

[35] L. Baiotti, T. Damour, B. Giacomazzo, A. Nagar, and L. Rez-
zolla, Phys. Rev. D, 84, 024017 (2011), arXiv:1103.3874 [gr-
qc].

[36] S. Bernuzzi, M. Thierfelder, and B. Bruegmann, ArXiv e-prints
(2011), arXiv:1109.3611 [gr-qc].

[37] R. A. Fisher, 123, 866 (1925).
[38] M. Vallisneri, Phys. Rev. D, 77, 042001 (2008), arXiv:gr-

qc/0703086.
[39] S. Hild et al., Classical and Quantum Gravity, 28, 094013

(2011), arXiv:1012.0908 [gr-qc].
[40] A. Akmal, V. R. Pandharipande, and D. G. Ravenhall, Phys.

Rev. C, 58, 1804 (1998), arXiv:hep-ph/9804388.
[41] F. Douchin and P. Haensel, Astronomy & Astrophysics, 380,

151 (2001), arXiv:astro-ph/0111092.
[42] H. Müller and B. D. Serot, Nuclear Physics A, 606, 508 (1996),

arXiv:nucl-th/9603037.
[43] http://http://www.et-gw.eu/.
[44] K. Hotokezaka, K. Kyutoku, H. Okawa, M. Shibata, and K. Ki-

uchi, Phys. Rev. D, 83, 124008 (2011), arXiv:1105.4370 [astro-
ph.HE].

[45] C. K. Mishra, K. G. Arun, B. R. Iyer, and B. S. Sathyaprakash,
Phys. Rev. D, 82, 064010 (2010), arXiv:1005.0304 [gr-qc].

5

surements to be made independently of the cosmological dis-
tance ladder.

Acknowledgements—The authors are grateful to J. Veitch,
J. Clark, R. Prix, C. Van Den Broeck, B. S. Sathyaprakash,
P. Sutton, S. Fairhurst, M. Pitkin, T. Dent, X. Siemens, S. Vi-
tale, L. Grishchuk and especially J. Creighton for useful dis-
cussions and comments. J. S. Read is supported by NSF grant
PHY-0900735.

∗ chris.messenger@astro.cf.ac.uk
[1] B. F. Schutz, Nature (London), 323, 310 (1986).
[2] D. Eichler, M. Livio, T. Piran, and D. N. Schramm, Nature

(London), 340, 126 (1989).
[3] S. Nissanke, D. E. Holz, S. A. Hughes, N. Dalal, and J. L. Siev-

ers, Astrophys. J., 725, 496 (2010), arXiv:0904.1017 [astro-
ph.CO].

[4] B. S. Sathyaprakash, B. F. Schutz, and C. Van Den
Broeck, Classical and Quantum Gravity, 27, 215006 (2010),
arXiv:0906.4151 [astro-ph.CO].

[5] W. Zhao, C. Van Den Broeck, D. Baskaran, and T. G. F.
Li, Phys. Rev. D, 83, 023005 (2011), arXiv:1009.0206 [astro-
ph.CO].

[6] A. Nishizawa, A. Taruya, and S. Saito, Phys. Rev. D, 83,
084045 (2011), arXiv:1011.5000 [astro-ph.CO].

[7] C. L. MacLeod and C. J. Hogan, Phys. Rev. D, 77, 043512
(2008), arXiv:0712.0618.

[8] A. Petiteau, S. Babak, and A. Sesana, Astrophys. J., 732, 82
(2011), arXiv:1102.0769 [astro-ph.CO].

[9] S. R. Taylor, J. R. Gair, and I. Mandel, ArXiv e-prints (2011),
arXiv:1108.5161 [gr-qc].

[10] J. Abadie et al., Nuclear Instruments and Methods in Physics
Research A, 624, 223 (2010), arXiv:1007.3973 [gr-qc].

[11] H. Grote and the LIGO Scientific Collaboration, Classical and
Quantum Gravity, 25, 114043 (2008).

[12] F. Acernese et al., Classical and Quantum Gravity, 25, 184001
(2008).

[13] G. M. Harry and the LIGO Scientific Collaboration, Classical
and Quantum Gravity, 27, 084006 (2010).

[14] A. D. A. M. Spallicci, S. Aoudia, J. de Freitas Pacheco,
T. Regimbau, and G. Frossati, Classical and Quantum Grav-
ity, 22, 461 (2005), arXiv:gr-qc/0406076.

[15] J. Abadie et al., Classical and Quantum Gravity, 27, 173001
(2010), arXiv:1003.2480 [astro-ph.HE].

[16] M. Abernathy et al., “Einstein gravitational wave telescope con-
ceptual design study,” http://www.et-gw.eu/ (2011).

[17] T. Hinderer, B. D. Lackey, R. N. Lang, and J. S. Read, Phys.
Rev. D, 81, 123016 (2010), arXiv:0911.3535 [astro-ph.HE].

[18] F. Pannarale, L. Rezzolla, F. Ohme, and J. S. Read, ArXiv e-
prints (2011), arXiv:1103.3526 [astro-ph.HE].

[19] E. E. Flanagan and T. Hinderer, Phys. Rev. D, 77, 021502
(2008).

[20] J. S. Read, C. Markakis, M. Shibata, K. Uryū, J. D. E.
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pling contribution to the GW waveform breaks the degener-
acy present in post-Newtonian (PN) waveforms between the
mass parameters and the redshift. This will then allow the
measurement of the binary rest-frame masses, the luminos-
ity distance and redshift simultaneously for individual BNS
events. We base our work on the assumption that the de-
tections of BNS and black-hole—neutron star (BHNS) co-
alescences made using both the advanced detectors and ET
(specifically the nearby high SNR signals) would tightly con-
strain the universal NS core equation of state (EOS) [17–20].
Once the EOS is known, the tidal effects are completely deter-
mined by the component rest-frame masses of the system. Ex-
ploitation of these effects would then remove the requirement
for coincident EM observations (so-called “multi-messenger”
astronomy) to obtain redshift information. In using GRB
counterparts for example, host galaxy identification [21] can
sometimes be unreliable, and we also require that the emis-
sion cone from the GRB is coincident with our line of sight.
Current estimates of the half-opening angles of GRBs lie in
the range 8–30◦ [22, 23], which coupled with the fact that
only some short-hard GRBs have measured redshifts imply
that only a small fraction (∼10−3) of BNS events will be use-
ful as standard sirens. Removing the necessity for coincident
EM observations will allow all of the O(103–107) BNS events
seen with ET to be assigned a redshift measure independent
of sky position. Each of these detected events provides a mea-
sure of the luminosity distance–redshift relation ranging out
to redshift z ≈ 4. With so many potential sources the ob-
served distribution of effective distance (the actual luminosity
distance multiplied by a geometric factor accounting for the
orientation of the binary relative to the detector) within given
redshift intervals will allow the accurate determination of ac-
tual luminosity distance and consequently of cosmological pa-
rameters including those governing the dark energy equation
of state. Such a scenario significantly increases the potential
for 3rd generation GW detectors to perform precision cosmol-
ogy with GW observations alone.

In our analysis we use a Fisher matrix approach applied to
a PN frequency domain waveform to estimate the accuracy
to which the redshift can be measured. We also assume non-
spinning component masses and treat the waveform as valid
up to the innermost-stable-circular orbit (ISCO) frequency,
the implications of which are discussed later in the text.

The signal model—We follow the approach of [24, 25] in
our determination of the uncertainties in our inspiral wave-
form parameters. We use as our signal model the frequency
domain stationary phase approximation [26] to the waveform
of a non-spinning BNS inspiral,

h̃( f ) =

�
5

24
π−2/3Q(ϕ)

M5/6

r
f −7/6e−iΨ( f ), (1)

where we are using the convention c = G = 1. We define
the total rest mass M = m1 + m2 and the symmetric mass ra-
tio η = m1m2/M2 where m1 and m2 are the component rest
masses. The chirp mass M is defined as M = Mη3/5, r is
the proper distance to the GW source and Ψ( f ) is the GW

phase. The quantity Q(ϕ) is a factor that is determined by
the amplitude response of the GW detector and is a function
of the nuisance parameters ϕ = (θ, φ, ι,ψ) where θ and φ are
the sky position coordinates and ι and ψ are the orbital incli-
nation and GW polarization angles respectively. The standard
post-Newtonian point-particle frequency domain phase can be
written as [25, 27]

ΨPP( f ) = 2π f tc − φc −
π

4
+

3
128ηx5/2

N�

k=0

αk xk/2 (2)

where we use the post-Newtonian dimensionless parameter
x = (πM f )2/3 and the corresponding coefficients αk given
in [25]. Throughout this work we use N = 7 corresponding
to a 3.5 PN phase expansion (the highest known at the time
of publication). The parameters tc and φc are the time of co-
alescence and phase at coalescence and we use f to represent
the GW frequency in the rest frame of the source. Note that
if the signal is modeled using the point-particle phase such
that Ψ( f ) = ΨPP( f ) then the detected signal h̃( f ) is invari-
ant under the transformation ( f ,M, r, t) → ( f /ξ,Mξ, rξ, tξ)
where ξ is a Doppler-shift parameter. For BNS systems at
cosmological distances the frequency is redshifted such that
f → f /(1 + z) where z is the source’s cosmological red-
shift. Therefore, using the point-particle approximation to the
waveform one is only able to determine the “redshifted” chirp
mass Mz = (1 + z)M and the so-called luminosity distance
dL = (1 + z)r. This implies that it is not possible to disentan-
gle the mass parameters and the redshift from the waveform
alone if the proper distance is unknown.

The leading-order effects of the quadrupole tidal response
of a neutron star on post-Newtonian binary dynamics have
been determined [17, 28] using Newtonian and 1PN approxi-
mations to the tidal field. The additional phase contribution to
a GW signal from a BNS system is given by

Ψtidal( f ) =
�

a=1,2

3λa

128η

�
−24
χa

�
1 +

11η
χa

�
x5/2

M5 (3)

− 5
28χa

�
3179 − 919χa − 2286χ2

a + 260χ3
a

� x7/2

M5

�

where we sum over the contributions from each NS (indexed
by a). The parameter λ = (2/3)R5

nsk2 characterizes the
strength of the induced quadrupole given an external tidal
field, and is a function of the l = 2 tidal Love number (ap-
sidal constant) k2 for each NS [19, 29]. We have also defined
χa = ma/M. Note that the tidal contributions to the GW phase
in Eq. 3 have the frequency dependences of x5 and x6, and are
5PN and 6PN since when viewed in the context of the point-
particle post-Newtonian phase expansion (Eq. 2). However,
for NSs, their coefficients are O(Rns/M)5∼105, making them
comparable in magnitude with the 3PN and 3.5PN phasing
terms.

For a chosen universal NS EOS, the perturbation of a spher-
ically symmetric NS solution for a given NS mass determines
the NS radius Rns, Love number k2 and therefore also the
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FIG. 1. The fractional uncertainties in the redshift as a function of
redshift obtained from the Fisher matrix analysis for BNS systems
using 3 representative EOSs, APR [40], SLY [41] and MS1 [42]. In
all cases the component NSs have rest masses of 1.4M⊙ and wave-
forms have a cut-off frequency equal to the ISCO frequency (as de-
fined in the BNS rest-frame). We have used a cosmological param-
eter set H0 = 70.5 kms−1Mpc−1, Ωm = 0.2736, Ωk = 0,w0 = −1
to compute the luminosity distance for given redshifts and have as-
sumed detector noise corresponding to the ET-D [16, 39] design (a
frequency domain analytic fit to the noise floor can be found in [43]).

incide with z∼10 but this effect is diluted at higher redshifts
due to a reduction in SNR as the lower frequency part of the
signal moves out of band.

Discussion—The analysis presented here is a proof of prin-
ciple and is based on a number of assumptions and simplifi-
cations which we would like to briefly discuss and in some
cases reiterate. It is likely that by the 3rd generation GW de-
tector era our knowledge of the tidal response in BNS systems
will have significantly advanced through improved NR simu-
lations [44]. Current NR simulations have already shown that
modelling these tidal phase corrections using a PN formal-
ism, while qualitatively accurate, significantly underestimate

the tidal phase contribution [34–36]. In addition these same
studies suggest that it is possible to accurately model tidal ef-
fects up to the merger phase. Therefore we feel that our use
of the ISCO as the upper cut-off frequency of the PN wave-
forms is a well justified choice for this first estimate. We have
also neglected the effects of spin in our investigation which
we expect to contribute to the PN phase approximation at the
level of ∼0.3% [17]. This does not preclude the possibility
that marginalizing over uncertainties in spin parameters may
weaken our ability to determine the redshift. This seems un-
likely given the small expected spins in these systems, as well
as the difference inscalings between the spin terms and the

tidal terms, x
−1/2 and x

5/2 respectively, causing the tidal ef-
fects to dominate over spin in the final stage of the inspiral.
We also note that the Fisher information estimate of parame-
ter uncertainty is valid in the limit of SNR � 10 [38] and under
the assumption of Gaussian noise. As such, the results at low
SNR, and therefore those at high z, should be treated as lower
limits via the Cramer-Rao bound, on the redshift uncertainty.
We also mention here that since the tidal phase corrections
are, at leading order, formally of 5th PN order we have uncer-
tainty in the effect of the missing PN expansion terms in the
BNS waveform between the 3.5PN and 5PN terms. It is com-
forting to note that as the PN order is increased our results
on the redshift uncertainty do converge to the point of <1%
difference in accuracy between the 3 and 3.5PN terms imply-
ing (through extrapolation) that the missing PN terms (as yet
not calculated) would not effect our results. Future detailed
analysis following this work will complement Fisher based
estimates with Monte-Carlo simulations and/or Bayesian pos-
terior based parameter estimation techniques. Similarly, the
signal parameter space should be more extensively explored
beyond the canonical 1.4M⊙, equal mass case. In addition,
future work will also include BHNS systems which will also
contain, encoded within their waveforms, extractable redshift
information. Such systems are observable out to potentially
higher redshift although tidal effects will become less impor-
tant as the mass ratio increases [18? ]. Finally, we briefly
mention that GW detector calibration uncertainties in strain
amplitude (which for 1st generation detectors were typically
<10%) will only effect the determination of the luminosity
distance. Calibration uncertainties in timing typically amount
to phase errors of <1◦ and would be negligible in the determi-
nation of the redshift. Similarly, the effects of weak lensing
that would only affect the luminosity distance measurement
have been shown to be negligible for ET sources [4].

Conclusions—Current estimates on the formation rate of
BNS systems imply that in the 3rd generation GW detector
era there is the potential for up to ∼107 observed events per
year out to redshift z ≈ 4 [16]. The results presented here
suggest that redshift measurements at the level of ∼10% ac-
curacy can be achieved for each BNS event solely from the
GW observation. Such systems have long been known as GW
standard sirens [1], meaning that the luminosity distance can
be extracted from the waveform with accuracy determined by
the SNR coupled with the ability with which one is able to
infer the geometric orientation of the source. Using a large
number of sources all sharing the same redshift, the luminos-
ity distance (free of the orientation parameters) can be de-
termined statistically from the distribution of observed am-
plitudes. With the ability to extract both the luminosity dis-
tance and the redshift out to such cosmological distances and
from so many sources the precision with which one could then
determine the luminosity distance–redshift relation is signifi-
cantly enhanced. Current proposed methods for making cos-
mological inferences using GW standard sirens [3, 5, 45] rely
on coincident EM counterpart signals from their progenitors
in order to obtain the redshift. Our method would allow mea-
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TABLE II: A reproduction of the GW-interferometer geographical-locations, and arm-bisector orientations from Schutz [43]. We
include updated IndIGO information [44].

Detector Label Longitude Latitude Orientation

LIGO Livingston, LA, USA L 90◦46′27.3′′ W 30◦33′46.4′′ N 208.0◦(WSW)

LIGO Hanford, WA, USA H 119◦24′27.6′′ W 46◦27′18.5′′ N 279.0◦(NW)

Virgo, Italy V 10◦30′16′′ E 43◦37′53′′ N 333.5◦(NNW)

KAGRA (formerly LCGT), Japan J 137◦10′48′′ E 36◦15′00′′ N 20.0◦(WNW)

LIGO-India, India I 76◦26′ E 14◦14′ N 45.0◦(NE)

where,

a =
1

16
sin (2χ)[3− cos (2β)][3− cos (2θ)] cos [2(φ+ λ)]

+
1

4
cos (2χ) sinβ[3 − cos (2θ)] sin [2(φ+ λ)]

+
1

4
sin (2χ) sin (2β) sin (2θ) cos (φ + λ)

+
1

2
cos (2χ) cosβ sin (2θ) sin (φ + λ)

+
3

4
sin (2χ) cos2 β sin2 θ,

b =cos (2χ) sinβ cos θ cos [2(φ+ λ)]

−1

4
sin (2χ)[3− cos (2β)] cos θ sin [2(φ+ λ)]

+ cos (2χ) cosβ sin θ cos (φ + λ)

−1

2
sin (2χ) sin (2β) sin θ sin (φ+ λ). (10)

As a reference, we use a network comprising three 60◦

ET-D sensitivity interferometers at the Virgo location (a
single ET), plus right-angled interferometers at the
LIGO-Livingston and LIGO-India locations. The charac-
teristic distance reach of all of the interferometers in the
network is taken as 1591 Mpc, corresponding to ET-D
sensitivity [29]. This is the sensitivity of a 10 km right-
angle interferometer. We account for the different detec-
tor arm-opening angles in the antenna pattern functions.
The network SNR given by Eq. (8) also depends on

ζ(fmax), which describes the overlap of the signal power
with the detector bandwidth [25]. The frequency at the
end of the inspiral (taken to correspond to the ISCO)
is at

fmax =
785 Hz

1 + z

(

2.8M"

M

)

, (11)

where M is the total mass of the binary system [37].
The maximum binary system mass could conceivably
be ∼ 4.2M".2 The ET horizon distance for a system

2 Both neutron stars in the binary system would need to have
masses 2σ above the distribution mean at the maximum consid-
ered µ and σ, where µNS ∈ [1.0, 1.5]M#, σNS ∈ [0, 0.3]M#.

with a total mass of ∼ 4M" is ∼ 25 Gpc [16]. In the
ΛCDM cosmology this corresponds to a redshift of ∼ 2.9,
and from Eq. (11) this gives fmax ∼ 134 Hz. Given
the ET-D noise curve [29],

√

ζ(fmax = 134Hz) ! 0.98.
Extending the redshift reach out to z ∼ 5 still gives
√

ζ(fmax= 87Hz) ! 0.96. Thus, we feel justified in
adopting ζ(fmax) # 1 for all interferometers in the en-
suing analysis.
Using these expressions we were able to numerically

estimate the probability distribution for the effective Θ,

Θeff =

√

∑

k

Θ2
k, (12)

where the sum is over all detectors in the network. We
use this Θeff distrbution to choose SNRs for each source
in the catalogue via Eq. (5) and then impose a detection
criterion. As a reference, we adopt the detection criterion
that the network SNR must be greater than 8.

III. DNS SYSTEMS

A. Neutron-star mass distribution

For a full discussion of our assumptions and model-
ing details of the NS mass distribution in DNS systems,
see our previous work [22, and references therein]. We
provide here a brief summary of the main assumptions
pertinent to the present study.
To lowest order, the GW signal depends on the two

neutron star masses through the chirp mass, M. We
assume that the distribution of individual neutron star
masses is normal, as suggested by analysis of Galactic
DNS systems [45, 46], and population synthesis studies
(see, e.g., [38, 47, 48]). For σNS $ µNS, this should
also lead to an approximately normal distribution for the
chirp mass.
We use a simple ansatz for the relationship between

the chirp mass distribution parameters and the under-
lying neutron star mass distribution. The chirp mass
distribution is modeled as normal,

M ∼ N(µc,σ
2
c ),

with mean and standard deviation

µc ≈ 2(0.25)3/5µNS, σc ≈
√
2(0.25)3/5σNS, (13)
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for local studies due to the divergence at high redshift.
The Shafieloo-Sahni-Starobinsky ansatz [69] models the
EOS evolution as a “tanh” form that ensures w = −1
at early times and w → 0 at low z. This ansatz pre-
vents the crossing of the “phantom divide” at w = −1,
desirable since phantom fluids can not be explained by a
minimally coupled scalar field [68]. The ansatz we adopt
in this work is the CPL ansatz [68, 70]

w(a) = w0 + wa(1 − a),

w(z) = w0 + wa

(

z

1 + z

)

. (22)

This ansatz was adopted by the Dark Energy Task Force
[71], and has several desirable features. It depends on
only two free parameters, it reduces to the linear model
at low z, and it is well behaved at high redshift, tending
to w0 + wa. Using this EOS

ΩΛ(z) = ΩΛ,0 × (1 + z)3(1+w0+wa) × e−3wa( z
1+z ). (23)

For different global geometries of the Universe the lu-
minosity distance, DL, is given by,

DL(z|C) = (1 + z)× F(z|C),

where,

F(z|C) =



















DH√
Ωk,0

sinh
(

√

Ωk,0
Dc(z|C)

DH

)

, Ωk,0 > 0,

Dc(z|C), Ωk,0 = 0,
DH√
|Ωk,0|

sin
(

√

|Ωk,0|Dc(z|C)
DH

)

, Ωk,0 < 0,

(24)
in which DH is the Hubble scale (c/H0) and
C={H0,Ωm,0,ΩΛ,0,Ωk,0, w0, wa} is the set of cosmologi-
cal parameters describing the large scale characteristics
of the universe.
The comoving radial distance, Dc(z), is given by,

Dc(z) = DH

∫ z

0

dz′

E(z′)
, (25)

where E(z) is given by Eq. (17). The redshift derivative
of the comoving volume is given generally by

dVc

dz
= 4πDH

DL(z)2

(1 + z)2E(z)
. (26)

V. MAKING & ANALYSING DNS
CATALOGUES

We refer the reader to our previous study [22] for full
details of our calculation, but we summarise the main
details here.

A. Distribution of detectable DNS systems

The two system properties we will use in our analysis
are the redshifted chirp mass, Mz, and the luminosity
distance, DL. We assume that only systems with an SNR
greater than a given threshold will be detected. We can
write down the distribution of the number of events per
unit time in the observer’s frame with M, z and effective
Θ [25, 38],

d4N

dtdΘdzdM =
dVc

dz

ṅ(z)

(1 + z)
P(M)PΘ(Θ). (27)

The 1/(1 + z) factor accounts for the redshifting of the
merger rate [38].
Converting this to a distribution inMz, DL and ρ, and

integrating over ρ to find the distribution of detectable
systems (i.e., systems above SNR threshold) gives

d3N

dtdDLdMz

∣

∣

∣

∣

ρ>ρ0

=
dz

dDL

dVc

dz

ṅ(z)

(1 + z)2
× P

(

Mz

1 + z

∣

∣

∣

∣

DL

)

× CΘ

[

ρ0
8

DL

r0

(

1.2M#

Mz

)5/6
]

,

(28)

where the form of (dz/dDL) will depend on the curvature
of the Universe (see Eq. (24)).
To calculate the number of detected systems (given

a set of model parameters, −→µ ) we integrate over this
distribution, which is equivalent to integrating the dis-
tribution over redshift and chirp mass, i.e. Nµ = T ×
∫∞
0

∫∞
0

(

d3N
dtdzdM

)

dzdM, where T is the duration of the

observation run.4

B. Creating mock catalogues of DNS binary
inspiraling systems

The model parameter space we investigate is the 7D
space of [w0, wa, µNS,σNS,α,β1,β2]. To generate a cata-
logue of events, we choose a set of reference parameters,
motivated by previous analysis in the literature. For our
reference cosmology, we adopt H0 = 70.4 kms−1Mpc−1,
Ωm,0 = 0.2726, ΩΛ,0 = 0.728, w0 = −1.0 and wa = 0.0
[72]. The reference parameters of the neutron star mass
distribution are µNS = 1.35M# and σNS = 0.06M# [45].
We have previously discussed the delay-time distribution
and SFR density in Sec. III B. We adopt a power-law
merger-delay distribution with reference power-law index

4 We found that, for the purposes of the calculation, assuming the
NS mass distribution was a δ-function, centred at the mean given
by the trial parameters, allowed at least a ten-fold speed-up in
the calculation. See Appendix B for further details.
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Cosmology with the lights off: standard sirens in the Einstein Telescope era

Stephen R. Taylor∗
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We explore the prospects for constraining cosmology using gravitational wave (GW) observations
of neutron star binaries by the proposed Einstein Telescope (ET), exploiting the narrowness of
the neutron star mass function. This builds on our previous work in the context of advanced era
gravitational-wave (GW) detectors. Double neutron star (DNS) binaries are expected to be one of
the first sources detected after “first-light” of Advanced LIGO. DNS systems are expected to be
detected at a rate of a few tens per year in the advanced era but the proposed Einstein Telescope
(ET) could catalogue tens, if not hundreds, of thousands per year. Combining the measured source
redshift distributions with GW-network distance determinations will permit not only the precision
measurement of background cosmological parameters, but will provide an insight into the astro-
physical properties of these DNS systems. Of particular interest will be to probe the distribution
of delay times between DNS-binary creation and subsequent merger, as well as the evolution of
the star-formation rate density within ET’s detection horizon. Keeping H0, Ωm,0 and ΩΛ,0 fixed
and investigating the precision with which the dark energy equation-of-state parameters could be
recovered, we found that with 105 detected DNS binaries we could constrain these parameters to an
accuracy similar to forecasted constraints from future CMB+BAO+SNIa measurements. Further-
more, modeling the merger delay-time distribution as a power-law (∝ tα) and the star-formation
rate (SFR) density as a parametrised version of the Porciani and Madau SF2 model, we find that
the associated astrophysical parameters are constrained to within ∼ 10%. All parameter precisions
scaled as 1/

√
N , where N is the number of catalogued detections. We also investigated how param-

eter precisions varied with the intrinsic underlying properties of the Universe and with the distance
reach of the network (which is affected, for instance, by the lower frequency cutoff of the detector).
We also consider various sources of distance measurement errors in the third-generation era, and
how these can be folded into the analysis.

PACS numbers:

I. INTRODUCTION

The era of advanced gravitational-wave (GW) detec-
tors is approaching quickly. The previous decade has
seen significant improvements in the sensitivity of GW-
interferometers, leading to the construction and opera-
tion of two LIGO (Laser Interferometer Gravitational-
wave Observatory [1]) detectors in the USA, GEO-600 in
Germany [2], Virgo in Italy [3] and TAMA-300 in Japan
[4]. The latter detector was designed as a testbed to
develop new technologies for the proposed underground,
cryogenically-cooledKAGRA (formerly LCGT [5]) detec-
tor [6]. The LIGO, Virgo and GEO-600 detectors have
conducted joint searches since 2007.

The most promising source for the first detection
of gravitational waves is the inspiral and merger of a
compact-object binary consisting of neutron stars (NSs)
and/or black holes (BHs) [7]. The first joint search
for compact binary coalescence signals during the LIGO
S5 science run and the Virgo VSR1 data did not re-

∗email: staylor@ast.cam.ac.uk
†email: jgair@ast.cam.ac.uk

sult in direct detections [8], nor did the “enhanced” de-
tector search during the LIGO S6 science run and the
Virgo VSR2+3 data [9]. Furthermore, the upper lim-
its placed on compact-binary coalescence rates from the
latter search remain two to three orders of magnitude
above existing astrophysically predicted rates. How-
ever, the LIGO detectors are currently being upgraded
to their “advanced” configuration [10], due for comple-
tion in ∼ 2015, for which the horizon distance for NS-NS
inspiral detection will be boosted to ∼ 450 Mpc, giving
an almost thousand-fold gain in volume sensitivity of the
detectors. The advanced detectors are expected to detect
double NS inspirals at a rate of ∼ 40 yr−1, although this
may vary by approximately two orders of magnitude in
either direction [11].

Complementing AdLIGO will be a global network of
advanced detectors, including AdVirgo [12], KAGRA [6]
and possibly a third LIGO detector in India, LIGO-
India [13]. There are currently no prospects for a South-
ern Hemisphere GW-interferometer operating in the ad-
vanced era. A global network comprising these detectors
will help turn the field from the search for the first de-
tection, into a precise astronomical tool.

The GWs emitted by a compact binary system directly
encode the redshifted masses and luminosity distance of
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FIG. 3: Marginalised 2D posterior distributions for the reference catalogue of 4500 detections. Only those 2D distributions showing
correlations between parameters are shown. The reference parameters are µNS = 1.35M!, σNS = 0.06M!, w0 = −1, wa = 0, α = −1
and β1 = β2 = 3.4.
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FIG. 4: Marginalised 1D posterior distributions for the reference catalogue of 4500 detections. Dotted lines indicate the boundaries of
the 95% and 68% confidence intervals. The reference parameters are µNS = 1.35M!, σNS = 0.06M!, w0 = −1, wa = 0, α = −1 and
β1 = 3.4.

D. Including and accounting for errors

Distance measurements from a third-generation GW-
interferometer network will not be error-free. Whilst a
network consisting of a single ET plus one other right-
angle interferometer can place constraints on a source’s
sky-location and luminosity distance, the precisions of
these properties are improved to almost the 3-ET net-
work level by the inclusion of a second additional right-
angle interferometer [36]. The redshifted chirp mass is
expected to be very well constrained (! 0.5% error [40]),

and so we ignore measurement errors in this parameter.
We assume the error in the luminosity distance arising
from instrumental noise scales as ∼ 1/ρ, and include the
effects of weak-lensing as a further source of error. The
weak-lensing error on luminosity distance measurements
at z ∼ 1 is approximately 5%, and we linearly extrapo-
late this to all other redshifts [16, 17, 79, 80]. Whilst sev-
eral techniques have been proposed to reduce this weak-
lensing error [e.g. 81, 82, and references therein], we
assume no correction has been done, corresponding to a
worst-case.
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D. Including and accounting for errors

Distance measurements from a third-generation GW-
interferometer network will not be error-free. Whilst a
network consisting of a single ET plus one other right-
angle interferometer can place constraints on a source’s
sky-location and luminosity distance, the precisions of
these properties are improved to almost the 3-ET net-
work level by the inclusion of a second additional right-
angle interferometer [36]. The redshifted chirp mass is
expected to be very well constrained (! 0.5% error [40]),

and so we ignore measurement errors in this parameter.
We assume the error in the luminosity distance arising
from instrumental noise scales as ∼ 1/ρ, and include the
effects of weak-lensing as a further source of error. The
weak-lensing error on luminosity distance measurements
at z ∼ 1 is approximately 5%, and we linearly extrapo-
late this to all other redshifts [16, 17, 79, 80]. Whilst sev-
eral techniques have been proposed to reduce this weak-
lensing error [e.g. 81, 82, and references therein], we
assume no correction has been done, corresponding to a
worst-case.

Two-D posterior Distributions

Monday, 14 May 2012



Gravity's Standard Sirens 

11

so we use a working reference sample of ∼ 4500
detections (corresponding to a shorter observation time
or a lower merger rate density) and extrapolate to the
expected number of detections, as discussed in Sec. VIC.
For each analysis, we ran 120 independent adaptive
MCMC chains of 5000 points on the same data cata-
logue. We then used the last point from each chain to
initialise a follow-up run of another 5000 iterations. The
first 2000 points from each chain of the follow-up run
were discarded as burn-in. This procedure therefore gen-
erated 360, 000 points, with an average acceptance rate
of ∼ 30%. The analysis of the 4500-event reference cat-
alogue took ∼ 3.5 hrs in total. Our sampled points were
analysed using the CosmoloGUI package [77].

B. Marginalised posterior distributions

In Fig. 3 we show the recovered marginalised 2D pos-
terior distributions (with 68% and 95% confidence con-
tours) for the reference catalogue. In Fig. 3(c) we observe
a correlation between the recovered dark energy param-
eters. This is easily explained by the fact that a given
catalogued luminosity distance may be consistent8 with
a set of w0 and wa combinations, which will depend on
the redshift of the source. Since the majority of detected
systems will be centred around z ∼ 1, the w0 − wa cor-
relation will be dominated by these sources.9 In Fig.
3(a) a negative correlation is observed between the re-
covered values for w0 and µNS. For a given catalogued
luminosity distance and fixed wa, a low value of w0 will
imply a low redshift in that model. When this redshift
is used to compute M from Mz, we obtain a large value
of the chirp mass, which is consistent with a chirp mass
distribution (and hence a NS mass distribution) centred
at larger values. Figure 3(b) merely shows the combined
information of Figures 3(a) and 3(c) (where the recovered
wa values are negatively correlated with the w0 values);
therefore the correlation observed in Fig. 3(b) is positive.
A strong positive correlation is observed between the

SFR-density SF2 ansatz parameters, β1 and β2, as seen
in Fig. 3(d), while Fig. 3(e) shows a weak negative corre-
lation between α and β1. These correlations correspond
to keeping the merger-rate density approximately con-
stant. We calculated which combinations of α, β1 and
β2 were consistent with a given merger-rate density, at
a variety of redshifts. We found that there was a strong
positive correlation in these points between β1 and β2,
but the correlation between α and β1 changed sign as
the redshift increased. The greatest change occurred as

8 Here, by “consistent” we mean within ±1% of the reference value.
9 The correlation between the two dark-energy EOS parameters
can be reduced by re-binning the MCMC samples using the Wang
parametrisation [78]. This simply involves a tranformation from
the (w0, wa) parametrisation to (w0, w0.5), where w0.5 = w0 +
(wa/3).

TABLE III: 95% confidence intervals obtained from a catalogue
of 105 detections, with reference parameters used to generate the
data. ∆X gives the width of the 95% confidence interval.

Parameter Reference value 95% conf. interval ∆X

σNS/M! 0.06 [0.059688 , 0.060254] 0.000566

µNS/M! 1.35 [1.347408 , 1.351789] 0.00438

w0 -1.0 [-1.036403 , -0.949623] 0.0869

wa 0.0 [-0.195630 , 0.073602] 0.269

α -1.0 [-1.026691 , -0.961659] 0.0650

β1 3.4 [3.318136 , 3.605810] 0.288

β2 3.4 [3.310287 , 3.582895] 0.273

the redshift was increased from 0 to 1, where the corre-
lation then reversed; however at z = 4 the magnitude of
the correlation was still not as large as it was at z = 0.1.
This leads us to believe that although the DL distribu-
tion of detected sources is peaked around ∼ 6 Gpc, with
a long tail to ∼ 45 Gpc, the lower distance sources dom-
inate the α − β1 correlation, giving an overall negative
correlation.

In Fig. 4, we show the marginalised 1D posterior dis-
tributions for the model parameters. The dotted lines in
the plots indicate the 68% and 95% confidence regions of
the marginalised distributions.10

C. Precision scaling with number of detections

We performed similar analyses on catalogues contain-
ing various numbers of detections, culminating in a run
with 105 detections. We can characterise the precision
with which we can measure the various model parame-
ters by the 95% confidence intervals. Recording these in-
tervals for all parameters for varying catalogue sizes, and
dividing by the reference sample intervals gave the results
shown in Fig. 5. This clearly shows that the precisions
scale as 1/

√
No as we would expect. Parameter measure-

ment accuracies for the 105-event catalogue are shown
in Table III. We see that the measurement precisions of
the dark energy EOS parameters are the same order of
magnitude as those forecast for CMB+BAO+SNIa [17],
as discussed in Sec. VD.

10 While these results were computed using the fast merger-rate ap-
proximation, we also analysed a catalogue using the full merger-
rate density. The 95% confidence intervals of the marginalised
posterior distributions were consistent with our approximate
analysis, justifying the use of the approximation to compute the
rest of our results. No correlations between the merger-rate den-
sity parameters and the dark energy EOS parameters were found,
which supports our earlier statement that the dependence of the
merger-rate density on the underlying cosmological parameters
is weak within the applied priors.

Measurement accuracy of dark energy EoS 
parameters
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ABSTRACT

Recent observations support the hypothesis that a large fraction of “short-hard” gamma-ray bursts
(SHBs) are associated with the inspiral and merger of compact binaries. Since gravitational-wave
(GW) measurements of well-localized inspiraling binaries can measure absolute source distances with
high accuracy, simultaneous observation of a binary’s GWs and SHB would allow us to directly and
independently determine both the binary’s luminosity distance and its redshift. Such a “standard
siren” (the GW analog of a standard candle) would provide an excellent probe of the relatively
nearby (z ! 0.3) universe’s expansion, independent of the cosmological distance ladder, and thus
complementing other standard candles. Previous work explored this idea using a simplified formalism
to study measurement by advanced GW detector networks, incorporating a high signal-to-noise ratio
limit to describe the probability distribution for measured parameters. In this paper we eliminate this
simplification, constructing distributions with a Markov Chain Monte Carlo technique. We assume
that each SHB observation gives both the source sky position and the time of coalescence, and we
take both binary neutron stars and black hole-neutron star coalescences as plausible SHB progenitors.
We examine how well parameters (particularly the luminosity distance) can be measured from GW
observatations of these sources by a range of ground-based detector networks. We find that earlier
estimates overstate how well distances can be measured, even at fairly large signal-to-noise ratio.
The fundamental limitation to determining distance to these sources proves to be the gravitational
waveform’s degeneracy between luminosity distance and source inclination. Despite this, we find that
excellent results can be achieved by measuring a large number of coalescing binaries, especially if
the worldwide network consists of many widely separated detectors. Advanced GW detectors will be
able to determine the absolute luminosity distance to an accuracy of 10–30% for NS-NS and NS-BH
binaries out to 600 and 1400 Mpc, respectively.
Subject headings: cosmology: distance scale—cosmology: theory—gamma rays: bursts—gravitational

waves

1. INTRODUCTION

1.1. Overview

There are presently two operational multikilometer in-
terferometric gravitational-wave (GW) detectors: LIGO4

and Virgo5. They are sensitive to the GWs produced
by the coalescence of two neutron stars to a distance of
roughly 30 Mpc, and to the coalescence of a neutron star
with a 10M! black hole to roughly 60 Mpc. Over the
next several years these detectors will undergo upgrades
which are expected to extend their range by a factor
∼ 10. At these advanced sensitivity levels, most esti-
mates suggest that detectors should measure at least a
few, and possibly a few dozen, binary coalescence events
every year (e.g., Kopparapu et al. 2008).

It has long been argued that neutron star-neutron star
(NS-NS) and neutron star-black hole (NS-BH) merg-
ers are likely to be accompanied by a gamma-ray burst
(Eichler et al. 1989). Recent evidence supports the hy-
pothesis that many short-hard gamma-ray bursts (SHBs)
are indeed associated with such mergers (Fox et al. 2005,
Nakar et al. 2006, Berger et al. 2007, Perley et al. 2008).

1 CITA, University of Toronto, 60 St. George St., Toronto, ON,
M5S 3H8, Canada

2 Department of Physics and MIT Kavli Institute, 77 Mas-
sachusetts Avenue, Cambridge, MA 02139

3 Theoretical Division, Los Alamos National Laboratory, Los
Alamos, NM 87545

4 http://www.ligo.caltech.edu
5 http://www.virgo.infn.it

This suggests the exciting possibility that it may be pos-
sible to simultaneously measure a binary coalescence in
gamma rays (and associated afterglow emission) and in
GWs. The combined electromagnetic and gravitational
view of these objects is likely to teach us substantially
more than what we learn from either data channel alone.
Because GWs track a system’s global mass and energy
dynamics, measuring GWs from a coalescing binary al-
lows us to determine with exquisite accuracy “intrinsic”
binary properties, such as the masses and spins of its
members. As we describe in the following subsection,
GWs can also determine a system’s “extrinsic” prop-
erties, such as location on the sky and distance to the
source. In particular, the amplitude of a binary’s GWs
directly encodes its luminosity distance. Direct measure-
ment of a coalescing binary could thus be used as a cos-
mic distance measure: Binary inspiral would be a “stan-
dard siren” (the GW equivalent of a standard candle,
so-called due to the sound-like nature of GWs) whose
calibration depends only on the validity of general rela-
tivity (Dalal et al. 2006).

Unfortunately, GWs alone do not measure extrinsic
parameters as accurately as the intrinsic ones. As we de-
scribe in more detail in the following section, in general
a GW observation of a binary measures a complicated
combination of the distance to the binary, the binary’s
position on the sky, and the binary’s orientation, with
overall fractional accuracy ∼ 1/signal-to-noise. As the
distance is degenerate with the angular parameters, us-

Short gamma-ray bursts as standard sirens 21

AIGO or LIGO-Virgo-LCGT network, we expect 3/4 of
this rate. If SHB collimation can be assumed, the rate
is further augmented by a factor of 1.12. At this rate,
we find that one year of observation should be enough
to measure H0 to an accuracy of ∼ 1% if SHBs are dom-
inated by beamed NS-BH binaries using the “full” net-
work of LIGO, Virgo, AIGO, and LCGT—admittedly,
our most optimistic scenario. A general trend we see is
a network of five detectors (as opposed to our baseline
LIGO-Virgo network of three detectors) increases mea-
surement accuracy in H0 by a factor of one and a half;
assuming that the SHB progenitor is a NS-BH binary
improves measurement accuracies by a factor of four or
greater. Errors in H0 are seen to improve by a factor of
at least two when we assume SHB collimation.

Aside from exploring the cosmological consequences of
these results, several other issues merit careful future
analysis. One general result we found is the importance
that prior distributions have on our final posterior PDF.
We plan to examine this in some detail, checking which
parameters particularly influence our final result, and as-
certaining what uncertainties can be ascribed to our in-
ability to set priors on these parameters. It may be pos-
sible to mitigate the influence of the DL–cos ι degeneracy
by setting a distance prior that requires our inferred dis-
tance to be consistent with the SHB’s observed redshift.

Another important issue is that of systematic errors
in binary modeling. We have used the second-post-
Newtonian description of a binary’s GWs in our analy-
sis; and, we have ignored all but the leading quadrupole
harmonic of the waves (the so-called “restricted” post-
Newtonian waveform). Our suspicion is that a more
complete post-Newtonian description of the phase would
have little impact on our results, since such effects are
not likely to have an impact on the all-important DL–
cos ι degeneracy. In principle, including additional (non-
quadrupole) harmonics could have an impact on this de-
generacy, since these other harmonics encode different
information about the inclination angle ι. In practice,
we expect that they won’t have much effect on GW-SHB
measurements, since these harmonics are measured with
very low SNR (the strongest harmonic is roughly a fac-
tor of 10 smaller in amplitude than the quadrupole). It
shouldn’t be too difficult to test this, however; given how
important this degeneracy has proven to be, it could be
a worthwhile exercise.

As discussed previously, we confine our analysis to the
inspiral part of the waveform. Inspiral waves are ter-
minated at the presumed innermost stable circular or-
bit frequency, fISCO = (63/2πMz). For NS-NS binaries,
fISCO " 1600 Hz. At this frequency, detectors have fairly
poor sensitivity, and we are thus confident that termi-
nating the waves has little impact on our results for NS-
NS systems. However, for our assumed NS-BH binaries,
fISCO " 400 Hz. Detectors have rather good sensitivity
in this band, so it may be quite important to improve
our model for the waves’ termination in this case.

Perhaps the most important follow-up would be to in-
clude the impact of spin. Although the impact of neutron
star spin is likely to be small, it may not be negligible;
and, for NS-BH systems, the impact of the black hole’s
spin could be significant. Spin induces precessions in
the binary which can make the orientation of the orbit,
L̂, dynamical. That in turn makes the observed incli-
nation dynamical, which can break the DL–cos ι degen-
eracy. Van der Sluys et al. (2008) have already shown
that spin precession physics vastly improves the ability
of ground-based detectors to determine a source’s posi-
tion on the sky; we are confident that a similar analysis
which assumes sky position will find that measurements
of source distance and inclination can likewise be im-
proved.
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!  25 events: 

!  H0= 69 ± 3 km s!1 Mpc!1 (~4% at 95% confidence) 

!  50 events: 

!  H0= 69 ± 2 km s!1 Mpc!1 (~3% at 95% confidence) 

!  WMAP7+BAO+SnIa (Komatsu et al.,2011): 

!  H0= 70.2 ± 1.4 km s!1 Mpc!1 (~2% at 68% 
confidence) 
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FIG. 5: Confidence interval evolution for H0 as a function
of the number of events considered in the analysis. The dots
correspond to the posterior median value obtained from 20
realisations of 50 GW sources. The error bars correspond to
the mean 95% confidence interval.
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[9] Cutler, C., & Flanagan, É. E. 1994, Phys. Rev. D , 49,

2658
[10] Dalal, N., Holz, D. E., Hughes, S. A., & Jain, B. 2006,

Phys. Rev. D , 74, 063006
[11] Hogg, D. W. 1999, arXiv:astro-ph/9905116
[12] Holz, D. E., & Hughes, S. A. 2005, Astrophys. J. , 629,

15
[13] Hubble, E. 1929, Proceedings of the National Academy

of Science, 15, 168
[14] Ivezic, Z., Tyson, J. A., Axelrod, T., et al. 2009, Bulletin

of the American Astronomical Society, 41, #460.03
[15] Jackson, N. 2007, Living Reviews in Relativity, 10, 4
[16] Kissel, J. S., & LIGO Scientific Collaboration 2011, Bul-

letin of the American Astronomical Society, #410.07
[17] Komatsu, E., Smith, K. M., Dunkley, J., et al. 2011,

ApJs, 192, 18
[18] Kuroda, K., & LCGT Collaboration 2010, Classical and

Quantum Gravity, 27, 084004
[19] MacLeod, C. L., & Hogan, C. J. 2008, Phys. Rev. D , 77,

043512
[20] Messenger, C., & Read, J. 2011, arXiv:1107.5725
[21] Nissanke, S., Holz, D. E., Hughes, S. A., Dalal, N., &

Sievers, J. L. 2010, Astrophys. J. , 725, 496
[22] Petiteau, A., Babak, S., & Sesana, A. 2011, Astrophys.

J. , 732, 82
[23] Punturo, M., Abernathy, M., Acernese, F., et al. 2010,

Classical and Quantum Gravity, 27, 194002

[24] Riess, A. G., Li, W., Stetson, P. B., et al. 2005, Bulletin
of the American Astronomical Society, 37, #180.10

[25] Sandage, A., Tammann, G. A., Saha, A., et al. 2006,
Astrophys. J. , 653, 843

[26] Sathyaprakash, B. S., & Schutz, B. F. 2009, Living Re-
views in Relativity, 12, 2

[27] Sathyaprakash, B. S., Schutz, B. F., & Van Den Broeck,
C. 2010, Classical and Quantum Gravity, 27, 215006

[28] D. Shoemaker (LSC, 2009),
https://dcc.ligo.org/cgi-bin/DocDB/ShowDocument?docid=2974

[29] Skilling, J. 2004, American Institute of Physics Confer-
ence Series, 735, 395

[30] Schutz, B. F. 1986, Nature (London) , 323, 310
[31] Schutz, B. F. 2011, Classical and Quantum Gravity, 28,

125023
[32] Taylor, S. R., Gair, J. R., & Mandel, I. 2011,

arXiv:1108.5161
[33] Tegmark, M., Strauss, M. A., Blanton, M. R., et al. 2004,

Phys. Rev. D , 69, 103501
[34] Veitch, J., & Vecchio, A. 2010, Phys. Rev. D , 81, 062003
[35] Vitale, S., & Zanolin, M. 2011, arXiv:1108.2410
[36] Vitale, S., Del Pozzo, W., Li, T. G. F. et al. 2011, to be

submitted to Phys. Rev. D
[37] Wen, L., & Chen, Y. 2010, Phys. Rev. D , 81, 082001
[38] Zhao, W., van den Broeck, C., Baskaran, D., & Li,

T. G. F. 2011, Phys. Rev. D , 83, 023005
[39] This is not strictly true. Recently Messenger & Read [20]

has shown that when at least one of the components of
the binary system is a neutron star the dynamics of the
tidal disruption during the late stages of the merger pro-
cess in concert with the knowledge of the equation of state
allows an estimate of the redshift of the source, therefore
disregarding the need for auxiliary measurements. Nev-
ertheless, the sensitivity required for a clear detection
of such very high post-Newtonian effects is beyond the
reach of second generation instruments with which I am
concerned here.

Appendix A: Advanced LIGO Zero Detuning High
Power noise curve

The noise curve used to calculate the S/N ratio is the
Zero Detuning High Power design sensitivity. The ana-
lytic fit is given by:
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with S0 = 1.35× 10−50. The curve is shown in Fig. 6.
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Figure 2.11.: The correlation between the black hole mass M• and the luminosity of the host galaxy’s stellar bulge (left),

and the host galaxy’s bulge velocity dispersion σ (right) for all detections in galaxies near enough for current instruments

to resolve the region in which the black hole mass dominates the stellar and gas dynamics (������� ���� G������� �� ��.,
����)

will shed light into the phases of black hole growth and QSO evolution, but will pierce deep into the hierarchical

process of galaxy formation.

2.4.2. Black holes in the realm of the observations
Supermassive black holes appear to be a key component of galaxies. They are ubiquitous in near bright galaxies and

share a common evolution. The intense accretion phase that supermassive black holes experience when outshining as

QSOs and AGN erase information on how and when the black holes formed. It is this information that NGO aims at

unravelling.

Dormant and active supermassive black holes

QSOs are active nuclei that are so luminous that they often outshine their galaxy host. They are sources of

electromagnetic energy, with radiation emitted across the spectrum, almost equally, from X-rays to the far-infrared,

and in a fraction of cases, from γ−rays to radio waves. Their variability on short timescales reveals that the

emitting region is compact, only a few light hours across.

There is now scientific consensus that the electromagnetic power from QSOs and from the less luminous

AGNs results from accretion onto a supermassive black hole of 107 M⊙ – 109 M⊙ (K�����, ����; S�������, ����;
Z��’������ & N������, ����). Escaping energy in the form of radiation, high velocity plasma outflows, and ultra

relativistic jets is generated with high efficiency (ε ∼ 10 %, higher than nuclear reactions) just outside the event

horizon, through magnetic and viscous stresses on parcels of gas orbiting in the gravitational potential of the

black hole. The accretion paradigm has been, and still is, at the heart of the hypothesis of black holes as being

“real” sources in our cosmic landscape. NGO will offer the new perspective of revealing these black holes as

powerful sources of gravitational waves.

Massive black holes are tiny objects compared to their host galaxies. The event horizon of a Kerr black hole of

mass M• has size Rhorizon ∼ GM•/c2
far smaller than the optical radius of the galaxy host, Rhorizon ∼ 10−11

Rgal.

The distance to which a black hole affects the kinematics of stars (the gravitational influence radius) is

Rgrav ∼ GM•/σ2
that as well is small compared to the optical radius of the host, Rgrav ∼ 10−4

Rgal (σ is the
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to resolve the region in which the black hole mass dominates the stellar and gas dynamics (������� ���� G������� �� ��.,
����)

will shed light into the phases of black hole growth and QSO evolution, but will pierce deep into the hierarchical

process of galaxy formation.

2.4.2. Black holes in the realm of the observations
Supermassive black holes appear to be a key component of galaxies. They are ubiquitous in near bright galaxies and

share a common evolution. The intense accretion phase that supermassive black holes experience when outshining as

QSOs and AGN erase information on how and when the black holes formed. It is this information that NGO aims at

unravelling.

Dormant and active supermassive black holes

QSOs are active nuclei that are so luminous that they often outshine their galaxy host. They are sources of

electromagnetic energy, with radiation emitted across the spectrum, almost equally, from X-rays to the far-infrared,

and in a fraction of cases, from γ−rays to radio waves. Their variability on short timescales reveals that the

emitting region is compact, only a few light hours across.

There is now scientific consensus that the electromagnetic power from QSOs and from the less luminous

AGNs results from accretion onto a supermassive black hole of 107 M⊙ – 109 M⊙ (K�����, ����; S�������, ����;
Z��’������ & N������, ����). Escaping energy in the form of radiation, high velocity plasma outflows, and ultra

relativistic jets is generated with high efficiency (ε ∼ 10 %, higher than nuclear reactions) just outside the event

horizon, through magnetic and viscous stresses on parcels of gas orbiting in the gravitational potential of the

black hole. The accretion paradigm has been, and still is, at the heart of the hypothesis of black holes as being

“real” sources in our cosmic landscape. NGO will offer the new perspective of revealing these black holes as

powerful sources of gravitational waves.

Massive black holes are tiny objects compared to their host galaxies. The event horizon of a Kerr black hole of

mass M• has size Rhorizon ∼ GM•/c2
far smaller than the optical radius of the galaxy host, Rhorizon ∼ 10−11

Rgal.

The distance to which a black hole affects the kinematics of stars (the gravitational influence radius) is

Rgrav ∼ GM•/σ2
that as well is small compared to the optical radius of the host, Rgrav ∼ 10−4

Rgal (σ is the
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Merger Tree Simulations Predict Frequent Mergers

2.4 Astrophysical Black Holes 25

Figure 2.12.: A state-of-art hydrodynamical simulation by D� M����� �� ��. (����) visualising the cosmic evolution of the

baryonic density field and of their embedded black holes, in the ΛCDM cosmology. Each panel shows the same region of

space (33.75 h−1 Mpc on a side) at different redshift, as labelled. The circles mark the positions of the black holes, with a

size that encodes the mass, as indicated in the top left panel (numerical force resolution limits the lowest black hole mass

to 105 M⊙). The projected baryonic density field is colour-coded with brightness proportional to the logarithm of the gas

surface density. The images show that the black holes emerge in halos starting at high redshift (as early as z ∼ 10) and

later grow by gas inflows that accompany the hierarchical build-up of ever larger halos through merging. As the simulation

evolves, the number of black holes rapidly increases and larger halos host increasingly larger black holes. No black holes

as massive as 109 M⊙ are present in the simulated box because they are extremely rare.

Ti
m

e

Figure 2.13.: A cartoon of the merger-tree history for the assembly of a galaxy and its central black hole, through the

mergers of smaller galaxies and the coalescences of their black holes.

Massive black holes in the cosmological framework

Black holes are expected to transit into the mass interval to which NGO is sensitive along the course of their cosmic
evolution. NGO will then map and mark the loci where galaxies form and cluster, using black holes as clean tracers of
their assembly by capturing gravitational waves emitted during their coalescence, that travelled undisturbed from the
sites where they originated.

These key findings hint in favour of the existence, at any redshift, of an underlying population of black holes of a
smaller variety, with masses of 104 M⊙ – 107 M⊙ that grew in mass along cosmic histories inside their galaxies,
through episodes of merging and accretion. The evolution of black holes mimics closely that of their host
galaxies within the currently favoured cosmological paradigm: a universe dominated by cold dark matter (CDM).
Observations show that the mass content of the universe is dominated by CDM, with baryons contributing only at
a 10 % level to the CDM, and that the spectrum of primordial density perturbations contains more power at lower
masses (M� �� ��., ����). Thus, at the earliest epoch, the universe was dominated by small density perturbations.
Regions with higher density grow in time, to the point they decouple from the Hubble flow and collapse and
virialise forming self gravitating halos. The first objects that collapse under their own self-gravity are small
halos that grow bigger through mergers with other halos and accretion of surrounding matter. This is a bottom
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BHs grow by merger

Mayer et al,  Science 2007, 316, 1874
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ET can Observe Intermediate-mass Black Hole Binaries, 
Some of them in Coincidence with NGO/eLISA

Ultra-luminous X-ray sources might be hosting black holes of mass one 
thousand solar masses
100 solar mass black holes could be seeds of galaxy formation
ET could observe black hole populations at different red-shifts and 
resolve questions about black hole demographics
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ET Distance Reach for Compact  Binary Mergers
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More detectors in a network does not mean deeper searches; 
but greater completeness of the surveys
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Cosmology with improved aLIGO 
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Summary
Gravitational wave detectors can potentially impact

Fundamental Physics
Is the nature of gravitational radiation as predicted by Einstein?
Is Einstein theory the correct theory of gravity?
Are black holes in nature black holes of GR?
Are there naked singularities?

Astrophysics
What is the nature of gravitational collapse?
What is the origin of gamma ray bursts?
What is the structure of neutron stars and other compact objects?

Cosmology
How did massive black holes at galactic nuclei form and evolve?
What is dark energy?
What phase transitions took place in the early Universe?
What were the physical conditions at the big bang?
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