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Outline

• My day job
LIGO: Laser Interferometric Gravitational-wave Observatory

• Why HTCondor in MacPorts?
intended user base: scientists who use HTCondor clusters

• Example project
with personal HTCondor pool



My day job
Image credit: http://writescience.wordpress.com/2012/11/04/knowing-something-about-everything/
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2. Gravitational waves

The essence of general relativity is that mass and energy
produce a curvature of four-dimensional space–time, and that
matter moves in response to this curvature. The Einstein
field equations prescribe the interaction between mass and
space–time curvature, much as Maxwell’s equations prescribe
the relationship between electric charge and electromagnetic
fields. Just as electromagnetic waves are time-dependent
vacuum solutions to Maxwell’s equations, GWs are time-
dependent vacuum solutions to the field equations. GWs are
oscillating perturbations to a flat, or Minkowski, space–time
metric, and can be thought of equivalently as an oscillating
strain in space–time or as an oscillating tidal force between
free test masses.

As with electromagnetic waves, GWs travel at the
speed of light and are transverse in character, i.e. the strain
oscillations occur in directions orthogonal to the direction
in which the wave is propagating. Whereas electromagnetic
waves are dipolar in nature, GWs are quadrupolar: the strain
pattern contracts space along one transverse dimension, while
expanding it along the orthogonal direction in the transverse
plane (see figure 1). Gravitational radiation is produced
by oscillating multipole moments of the mass distribution
of a system. The principle of mass conservation rules
out monopole radiation, and the principles of linear and
angular momentum conservation rule out gravitational dipole
radiation. Quadrupole radiation is the lowest allowed form
and is thus usually the dominant form. In this case, the GW
field strength is proportional to the second time derivative
of the quadrupole moment of the source, and it falls off in
amplitude inversely with distance from the source. The tensor
character of gravity—the hypothetical graviton is a spin-2
particle—means that the transverse strain field comes in two
orthogonal polarizations. These are commonly expressed in
a linear polarization basis as the ‘+’ polarization (depicted in
figure 1) and the ‘×’ polarization, reflecting the fact that they
are rotated 45◦ relative to one another. An astrophysical GW
will, in general, be a mixture of both polarizations.

GWs differ from electromagnetic waves in that they
propagate essentially unperturbed through space, as they
interact only very weakly with matter. Furthermore, GWs
are intrinsically non-linear, because the wave energy density
itself generates additional curvature of space–time. This
phenomenon is only significant, however, very close to strong
sources of waves, where the wave amplitude is relatively
large. More usually, GWs distinguish themselves from
electromagnetic waves by the fact that they are very weak.
One cannot hope to detect any waves of terrestrial origin,
whether naturally occurring or manmade; instead one must
look for very massive compact astrophysical objects, moving
at relativistic velocities. For example, strong sources of GWs
that may exist in our galaxy or nearby galaxies are expected to
produce wave strengths on Earth that do not exceed strain levels
of one part in 1021. Finally, it is important to appreciate that
GW detectors respond directly to GW amplitude rather than
GW power; therefore the volume of space that is probed for
potential sources increases as the cube of the strain sensitivity.
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Figure 1. A GW traveling perpendicular to the plane of the diagram
is characterized by a strain amplitude h. The wave distorts a ring of
test particles into an ellipse, elongated in one direction in one
half-cycle of the wave, and elongated in the orthogonal direction in
the next half-cycle. This oscillating distortion can be measured with
a Michelson interferometer oriented as shown. The length
oscillations modulate the phase shifts accrued by the light in each
arm, which are in turn observed as light intensity modulations at the
photodetector (green semi-circle). This depicts one of the linear
polarization modes of the GW.

3. LIGO and the worldwide detector network

As illustrated in figure 1, the oscillating quadrupolar strain
pattern of a GW is well matched by a Michelson interferometer,
which makes a very sensitive comparison of the lengths of
its two orthogonal arms. LIGO utilizes three specialized
Michelson interferometers, located at two sites (see figure 2):
an observatory on the Hanford site in Washington houses
two interferometers, the 4 km-long H1 and 2 km-long H2
detectors; and an observatory in Livingston Parish, Louisiana,
houses the 4 km-long L1 detector. Other than the shorter
length of H2, the three interferometers are essentially identical.
Multiple detectors at separated sites are crucial for rejecting
instrumental and environmental artifacts in the data, by
requiring coincident detections in the analysis. Also, because
the antenna pattern of an interferometer is quite wide,
source localization requires triangulation using three separated
detectors.

The initial LIGO detectors were designed to be sensitive
to GWs in the frequency band 40–7000 Hz, and capable of
detecting a GW strain amplitude as small as 10−21 [2]. With
funding from the National Science Foundation, the LIGO sites
and detectors were designed by scientists and engineers from
the California Institute of Technology and the Massachusetts
Institute of Technology, constructed in the late 1990s, and
commissioned over the first 5 years of this decade. From
November 2005 to September 2007, they operated at their
design sensitivity in a continuous data-taking mode. The data
from this science run, known as S5, are being analyzed for
a variety of GW signals by a group of researchers known as
the LIGO Scientific Collaboration [4]. At the most sensitive
frequencies, the instrument root-mean-square (rms) strain
noise has reached an unprecedented level of 3 × 10−22 in a
100 Hz band.

Although in principle LIGO can detect and study GWs
by itself, the potential to do astrophysics can be quantitatively
and qualitatively enhanced by operation in a more extensive
network. For example, the direction of travel of the GWs and
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What does 
LIGO use 

HTCondor for?
Matched filter banks, online & 

offline searches
-

Machine learning & detector 
characterization

-
Markov-chain Monte Carlo 

parameter estimation
-

Time-frequency analysis
Image credits: Vivien Raymond, http://www.ligo.caltech.edu/~vraymond/,
LIGO-Virgo blind injection, http://www.ligo.org/news/blind-injection.php,
unpublished graphic, Leo Singer
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Why HTCondor in 
MacPorts?



Image credit: http://aquarius.elte.hu/lv0909/photos.shtml

A typical LIGO meeting
What do you notice about this picture?
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listening to speaker*
15%

can’t connect to WiFi*
35%

reading a paper*
20%

checking Condor jobs*
30%

* note: this data is fabricated

A typical LIGO meeting
What do you notice about this picture?

• Most people have Macs

• Most people are trying to 
check on their Condor jobs*



Why would I want to turn my 
laptop into an HTCondor pool?



Unlike the HTCondor 
computing clusters that I 

use, my laptop has my 
favorite              ,

debugger, 
profiling 

tools...

editor



...I write almost all of the code 
for work on my laptop, and then 
once it’s working, compile, write 

a DAG, and submit in on the 
cluster.

Then I spend the
rest of the afternoon debugging typos
in my HTCondor submit files.

There must be a better way.

Image credit: http://www.southerndatastorage.com/wp-
content/uploads/angry-computer-large.jpg
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Why HTCondor in 
MacPorts?

• “Personal Condor” configuration

• Test your Condor workflows in the 
comfort of your own laptop

• Even in an airplane, without network access

• No competition for CPU time while testing

• Test on fast local filesystem (no laggy NFS)



Moreover:

Packaging is good for open-
source software.

Image credits: Launchpad, https://launchpad.net
Fedora project, https://fedoraproject.org

MacPorts project, http://www.macports.org
Debian project, http://www.debian.org
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Getting MacPorts
MacPorts is great.

It builds tens of thousands of open-source packages...

But it’s definitely for ‘power users.’

Step 1: Install Xcode (from 
App Store, on Lion+).

Step 2: Install MacPorts dmg 
from http://macports.org.

viz.: you need a compiler to use MacPorts, so MacPorts is 
not necessarily a substitute for standalone HTCondor binaries.

http://macports.org
http://macports.org


$	  port	  info	  htcondor
htcondor	  @7.8.8	  (science,	  parallel,	  net)
Variants:	  	  	  	  	  	  	  	  	  	  	  	  	  debug,	  [+]personal,	  universal

Description:	  	  	  	  	  	  	  	  	  	  HTCondor	  is	  a	  specialized	  workload	  management	  system	  for
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  compute-‐intensive	  jobs.	  Like	  other	  full-‐featured	  batch
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  systems,	  HTCondor	  provides	  a	  job	  queueing	  mechanism,
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  scheduling	  policy,	  priority	  scheme,	  resource	  monitoring,
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  and	  resource	  management.	  Users	  submit	  their	  serial	  or
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  parallel	  jobs	  to	  HTCondor,	  HTCondor	  places	  them	  into	  a
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  queue,	  chooses	  when	  and	  where	  to	  run	  the	  jobs	  based	  upon	  a
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  policy,	  carefully	  monitors	  their	  progress,	  and	  ultimately
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  informs	  the	  user	  upon	  completion.
Homepage:	  	  	  	  	  	  	  	  	  	  	  	  	  http://research.cs.wisc.edu/htcondor

Build	  Dependencies:	  	  	  cmake,	  latex2html
Library	  Dependencies:	  boost,	  expat,	  kerberos5,	  openssl,	  pcre
Platforms:	  	  	  	  	  	  	  	  	  	  	  	  darwin
License:	  	  	  	  	  	  	  	  	  	  	  	  	  	  apache
Maintainers:	  	  	  	  	  	  	  	  	  	  aronnax@macports.org

The port
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To install:
$	  sudo	  port	  install	  htcondor

To start your Condor pool:
$	  sudo	  port	  load	  htcondor

To stop your Condor pool:
$	  sudo	  port	  unload	  htcondor



What it looks like



What it looks like
$	  condor_status

Name	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  OpSys	  	  	  	  	  	  Arch	  	  	  State	  	  	  	  	  Activity	  LoadAv	  Mem	  	  	  ActvtyTime

slot1@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  1.000	  	  1024	  	  0+00:05:04
slot2@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  0.290	  	  1024	  	  0+00:05:05
slot3@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  0.000	  	  1024	  	  0+00:05:06
slot4@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  0.000	  	  1024	  	  0+00:05:07
slot5@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  0.000	  	  1024	  	  0+00:05:08
slot6@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  0.000	  	  1024	  	  0+00:05:09
slot7@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  0.000	  	  1024	  	  0+00:05:10
slot8@gwave-‐125.li	  OSX	  	  	  	  	  	  	  	  X86_64	  Unclaimed	  Idle	  	  	  	  	  0.000	  	  1024	  	  0+00:04:38
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Total	  Owner	  Claimed	  Unclaimed	  Matched	  Preempting	  Backfill

	  	  	  	  	  	  	  	  	  	  X86_64/OSX	  	  	  	  	  8	  	  	  	  	  0	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  8	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  0

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Total	  	  	  	  	  8	  	  	  	  	  0	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  8	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  	  	  0	  	  	  	  	  	  	  	  0
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Caveats

• No ‘standard’ universe; Condor only 
supports it on Linux

• Built without Globus support; Globus is not 
in MacPorts (yet...)

• MacPorts buildbot has pre-built HTCondor 
for OS X Snow Leopard (10.6) and onward
(officially, MacPorts supports 3 most recent Mac OS releases; legacy Leopard 
and Tiger support on best-effort basis)

• Tested only on Mountain Lion (10.8)



Relatively challenging port
• Could not use official source tarballs

can’t download them anonymously; had to use GitHub tags instead

• Difficult livecheck (automatic upstream version discovery)
~10k tags in GitHub; default GitHub livecheck fails due to pagination

• Reported bug: assert() with side effects
prevented condor_master from starting; fixed in HTCondor 7.8.8

• Had to fix broken runpath for system libraries
build expects symlinks/copies of dependencies in $prefix/lib/condor (to 
avoid stomping on host OS’ copies?), patched helper script 
macosx_rewrite_libs to be a noop

• Patched to look for config files in install prefix
look for condor_config in $prefix/etc, not /etc

• Manpages not part of default build target
reverse-engineered how to get CMake to generate & install them



• Disabled condor_configure, condor_install
maybe useful in binary tarballs, but a liability in managed packages

• Personal HTCondor pool and IP address changes
the hardest part: getting HTCondor pool to survive changing wireless 
networks or work with no internet connection at all—due to FQDN checks

• Idea: put working, zero-configuration personal 
HTCondor pool in upstream as an example config?
...so that it becomes a part of the Debian, Fedora packages as well

Relatively challenging port
(continued)



Example project
from my day job, with personal HTCondor pool

• Rapid sky localization for 
LIGO triggers

• Inject simulated signals into 
artificial detector noise

• Produce prob. sky maps for 
all detected injections, in 
batches of ~100 events

• Post-process, determine sky 
localization accuracy & 
study self-consistency of 
prob. contours

DAGMan Job status at Mon Apr 22 16:25:03 2013

paginate_coincs_0 (Done)

paginate_to_xml_0 (Done)

localize_coincs_0 (I)

paginate_coincs_1 (Done)

paginate_to_xml_1 (Done)

localize_coincs_1 (I)

paginate_coincs_2 (Done)

paginate_to_xml_2 (Done)

localize_coincs_2 (I)

paginate_coincs_3 (Done)

paginate_to_xml_3 (Done)

localize_coincs_3 (I)

...



Example project
with personal HTCondor pool

• Cluster head nodes were down for 
maintenance!

• Wrote DAG on my laptop, analyzed a 
smaller dataset

• What a breeze! no waiting for CPU time, 
no slow NFS filesystem, debugged code in 
situ...

• Later ran full workload, O(50) times 
larger, on cluster

DAGMan Job status at Mon Apr 22 16:25:03 2013

paginate_coincs_0 (Done)

paginate_to_xml_0 (Done)

localize_coincs_0 (I)

paginate_coincs_1 (Done)

paginate_to_xml_1 (Done)

localize_coincs_1 (I)

paginate_coincs_2 (Done)

paginate_to_xml_2 (Done)

localize_coincs_2 (I)

paginate_coincs_3 (Done)

paginate_to_xml_3 (Done)

localize_coincs_3 (I)

...



My role

• I’m not an HTCondor expert.
I’m just a physics grad student. I’m also a MacPorts
volunteer. I am happy to continue serving as the port
maintainer, if it serves the community.

• Maintenance plan: track stable HTCondor releases
as soon as I notice them with port livecheck, or I am prompted to on the MacPorts 
mailing list or in a MacPorts update request ticket

• Check out the port and/or get involved!
Give me feedback, or even volunteer as a MacPorts co-maintainer if you are an HTCondor 
expert.
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