
IFT-UAM/CSIC-xx-xxx

Applying the Viterbi Algorithm to Planetary-Mass Black Hole Searches

George Alestas,1, ∗ Gonzalo Morrás,1, † Takahiro S. Yamamoto,2, ‡ Juan
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The search for subsolar mass primordial black holes (PBHs) poses a challenging problem due to the
low signal-to-noise ratio, extended signal duration, and computational cost demands, compared to
solar mass binary black hole events. In this paper, we explore the possibility of investigating the
mass range between subsolar and planetary masses, which is not accessible using standard matched
filtering and continuous wave searches. We propose a systematic approach employing the Viterbi
algorithm, a dynamic programming algorithm that identifies the most likely sequence of hidden
Markov states given a sequence of observations, to detect signals from small mass PBH binaries.
We formulate the methodology, provide the optimal length for short-time Fourier transforms, and
estimate sensitivity. Subsequently, we demonstrate the effectiveness of the Viterbi algorithm in
identifying signals within mock data containing Gaussian noise. Our approach offers the primary
advantage of being agnostic and computationally efficient.

I. INTRODUCTION

The study of black holes has become a central focus,
driven by the detection of gravitational waves (GWs) re-
sulting from binary black hole mergers [1–5]. Simultane-
ously, there is a growing interest in primordial black holes
(PBHs) — black holes formed in the early universe — as
a potential explanation for the origin of observed black
holes [6–11], some of which pose challenges for explana-
tions based on astrophysical origins. The concept of PBH
was initially speculated by Zeldovich and Novikov [12]
and later formally proposed by Hawking and Carr [13–
15] (see also [16–20]). PBHs are also fascinating as a
strong candidate for providing a possible explanation for
dark matter. Depending on the time of their formation,
their masses can vary from the Planck mass to the mass
of a supermassive black hole [21, 22].

A detection of a subsolar mass black hole by the LIGO-
Virgo-KAGRA (LVK) collaboration [23–26] would pro-
vide smoking gun evidence for PBH, as astrophysical
black holes are expected to have masses larger than
∼ 1M⊙. Searches for subsolar mass binary black hole
events have been performed with the first (O1), second
(O2), and third (O3) observing run data [27–34] using
the matched filtering method for compact binary coa-
lescence (CBC), and no significant event has been iden-
tified so far. The primary challenge in subsolar mass
searches is computational time, as the number of tem-
plates and their duration increases dramatically when the
minimum mass included in the search is small [35], lim-
iting the current search range of the smallest black hole
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mass to be 0.1M⊙. For smaller masses, the signal be-
comes more similar to continuous waves (CWs), and con-
straints on planetary-mass and asteroid-mass have been
reported using the upper limits obtained by CW searches
with LVK O3 data [36, 37]. In this case, the frequency
evolution of the inspiral signal must be smaller than the
maximum spin-up allowed in the CW search (typically

ḟ < 10−9 Hz/s). This corresponds to an upper mass
limit of < 3× 10−5M⊙ for equal mass binaries.
In this paper, we aim to investigate the possibility of

exploring the intermediate mass range that is not cov-
ered by the subsolar CBC and CW searches, specifically
3×10−5M⊙ < M < 0.1M⊙. We still employ a CW search
algorithm, but the segment size of the short-time Fourier
transform (SFT) must be optimally adjusted depending
on the frequency evolution of the signal, which is deter-
mined by the chirp mass. In this case, the SFT length is
much shorter than those used in typical CW searches. It
is worth noting that the investigation into this mass range
complements microlensing observations and helps to ex-
plore the mass range indicated by ultrashort-timescale
OGLE events (10−6 − 10−4M⊙) [38].
The pioneering work in exploring this mass range with

GW data [39] is developed assuming the Frequency-
Hough and Generalized Frequency-Hough algorithms,
primarily designed for CW searches. In our study, we
employ the Viterbi dynamic programming algorithm [40],
which identifies the most likely sequence of hidden
Markov states in a model-agnostic way. The application
of the Viterbi statistic to CW searches has been exten-
sively studied [37, 41–46] (see also [47–49] for other ap-
plications), and the full search pipeline is available as the
SOAP package [50]. As observed in the CW searches [37],
we expect the Viterbi algorithm to be less sensitive com-
pared to the Frequency-Hough algorithm, but it offers
significant advantages in terms of computation time and
an agnostic approach. The Frequency-Hough method as-
sumes a power-law spectrum, while Viterbi, in principle,
can detect arbitrary curves in the time-frequency domain.
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This flexibility is a major advantage in the portion of
the parameter space where higher-order post-Newtonians
(PNs) start to become non-negligible.

The structure of the paper is the following: In Sec. II,
we first present a summary of the Viterbi algorithm and
discuss its theoretical basis. Subsequently, we show that
the length of the SFT needs to be optimized based on
the chirp mass of the binary system. Then, we provide
a detailed description of how to compute the optimum
length. Following that, in Sec. III, we demonstrate the
application of SOAP package to the search of planetary
mass binary black holes by preparing mock data contain-
ing Gaussian noise and injections of signals, with vary-
ing luminosity distances and chirp masses. Finally, in
Sec. IV, we present the conclusions of our study and the
outlook for future investigations. Appendix A demon-
strates that higher-order PNs are indeed non-negligible
for most of the parameter space, supporting the advan-
tage of model-agnostic nature of our method.

II. METHODOLOGY

II.1. Viterbi Algorithm Framework

In this work, we make use of the Viterbi algorithm,
via the SOAP package [37, 44–46], in order to search for
hidden GW signals belonging to planetary mass black
hole mergers. The Viterbi algorithm is a dynamic pro-
gramming algorithm that is used to find the most prob-
able sequence of hidden states in a Markov model that is
based on data. It focuses on maximizing the probability
of a signal existing within the data in every possible di-
rection, after each discrete step in the detection process.
A significant merit of this process is the fact that less
computational cost is needed since there is a significant
reduction in the number of possible tracks that need to
be calculated beforehand.

In the SOAP algorithm, the time series data is divided
into N segments of equal length, forming the dataset of
time series segments xi, denoted as D ≡ {xi}, where i
labels the time sequence of segments. The track we are
looking for is a list of frequencies ν ≡ {νi}, where νi is
the frequency of the GW signal in the segment xi. The
main goal of the algorithm is to maximize the posterior
probability of each possible signal track in order to iden-
tify the most probable one. Following the Bayes theorem,
the posterior probability takes the form,

p(ν | D) =
p(ν)p(D | ν)

p(D)
, (2.1)

where p(D | ν) is the likelihood, or probability of a signal
existing within the track, p(ν) is the prior probability of
the track and p(D) is the marginalized likelihood of the
model. We can split the prior probability of the track in

a set of transition probabilities,

p(ν) = p(νN−1, . . . , ν1, ν0)

= p(ν0)

N−1∏
i=1

p(νi | νi−1), (2.2)

where ν0 is the frequency of the first time-step and
p(νi | νi−1) is the transition probability for νi given the
frequency at the previous time-step was νi−1. We use the
same transition probability as in [44].
In this light, the posterior Bayesian probability char-

acterized by Eq. (2.1) takes the form,

p(ν|D) =

p(ν0)p(x0|ν0)
N−1∏
i=1

p(νi|νi−1)p(xi|νi)

∑
S

{
p(ν0)p(x0|ν0)

N−1∏
i=1

p(νi|νi−1)p(xi|νi)

} ,

(2.3)
where we have used the fact that we can factorize the
marginalized likelihood p(D | ν) as

p(D | ν) =
N−1∏
i=0

p(xi | νi). (2.4)

The most probable signal track is then found by maxi-
mizing the logarithm of the numerator in Eq. (2.3)

log p(ν̂|D) = max
ν

{
log p(ν0) + log p(x0|ν0)

N−1∑
i=1

[
log p(νi|νi−1) + log p(xi|νi)

]}
+ const. ,

(2.5)

for each frequency at each time step.

II.2. Short-Time Fourier Transforms

The main input of the Viterbi algorithm is the Short-
Time Fourier Transforms (SFTs) of the available data
frames. More specifically, the SFT computation process
works by dividing the time function s[n] of the strain data
into smaller chunks, typically using a rectangular window
function w[n], where n is the label for a time series of
discrete data points. With a finite-duration window from
0 to Nw − 1, the SFT is given by

s̃[n, k] =

n∑
m=n−(Nw−1)

w[m− n]s[m]e
−i 2πk

Nf
m
, (2.6)

where Nf is the number of discrete frequency channels
and k is the label for GW frequency bins. Here, the
variable m is a dummy time index, and n pinpoints the
location of the window along the time axis.
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In order to apply continuous wave search techniques,
our main assumption is that, in each of the SFTs, the sig-
nal has to be contained in a single frequency bin. There-
fore, in i-th SFTs, the waveform can be approximated
as

h(t) = hi cos(2πfit+ ϕi) → h̃(f) =
1

2
hie

iϕiδ(f − fi) .

(2.7)
In the case of a compact binary coalescence, the time at
which the signal has a frequency f is given by [51],

tGW(f) = tc −
5

256

(
GMc

c3

)−5/3

(πf)−8/3 , (2.8)

which is a monotonically increasing function. Here, tc is
the time of coalescence and Mc is the chirp mass. The
frequency bin size is determined by ∆f = 1/TSFT, where
TSFT is the SFT length. Thus, the condition that the
signal stays in the same frequency bin (between f−∆f/2
and f +∆f/2) throughout the SFT time is given by

TSFT ≥ tGW(f +
1

2TSFT
)− tGW(f − 1

2TSFT
) , (2.9)

while the maximum frequency f∗ for which the inequality
is satisfied is given by

TSFT = tGW(f∗ +
1

2TSFT
)− tGW(f∗ −

1

2TSFT
)

≈ 1

TSFT

dtGW

df
=

1

TSFT

5π

96

(
GMc

c3

)−5/3

(πf∗)
−11/3.

(2.10)

Finally, solving for f∗, we obtain

f∗ =
1

π

(
5π

96

)3/11(
GMc

c3

)−5/11

T
−6/11
SFT . (2.11)

II.3. Optimum SFT length

In order to find the optimum SFT length, let us define
the total signal-to-noise ratio (SNR) given by adding the
SNR of each of these segments

ρ2tot =
∑
i

|ρmf
i |2 . (2.12)

Here, ρmf
i is the matched filter SNR in the i-th SFT,

ρmf
i =

⟨h, si⟩
ρopti

, (2.13)

where h and si represent the GW template and the strain
data of i-th segment, respectively, and ⟨·, ·⟩ represents the
noise-weighted inner product, defined as

⟨a, b⟩ = 4

∫ fmax

fmin

ã∗(f)b̃(f)

Sn(f)
df , (2.14)

where tilde denotes the Fourier transform. The optimum
SNR ρopti is given by

ρopti =
√

⟨h, h⟩, (2.15)

where Sn(f) is the noise power spectral density (PSD) of
the detector. When the signal is given by the monochro-
matic form as in Eq. (2.7) in each SFT, the optimum
SNR, defined in Eq. (2.15), is approximately equal to

ρopti ≃

√
TSFT

Sn(fi)
hi, (2.16)

and the matched filter SNR, defined in Eq. (2.13), is given
by

ρmf
i ≃ 2s̃(fi)e

iϕi√
Sn(fi)TSFT

. (2.17)

Assuming that the detector strain s̃(fi) has a signal
part hi and a Gaussian noise part ni, the matched fil-
ter SNR in each SFT of Eq. (2.17) is a complex nor-
mal variable with a mean given by the optimum SNR of
Eq. (2.16). Therefore, the square of the total incoher-
ent SNR of Eq. (2.12) is distributed like a non-central
χ2 distribution with 2NSFT degrees of freedom and non-
centrality parameter (ρopttot )

2,

p(x) =
1

2
e−(x+(ρopt

tot )
2)/2

(
x

(ρopttot )
2

)(NSFT−1)/2

INSFT−1(ρ
opt
tot

√
x),

(2.18)
where NSFT = T/TSFT is the number of SFTs with T
being the total observation time, Iν is a modified Bessel
function of the first kind, and ρopttot is the total optimal
SNR obtained by summing over optimal SNRs of those
bins in which the signal is monochromatic

ρopttot =

√
4

∫ f∗(TSFT)

f0

df
|h̃(f)|2
Sn(f)

. (2.19)

The probability distribution of Eq. (2.18) has the follow-
ing mean µ and standard deviation σ [52]

µ(ρopttot , NSFT) = 2NSFT + (ρopttot )
2 , (2.20a)

σ(ρopttot , NSFT) = 2

√
NSFT + (ρopttot )

2 . (2.20b)

For very large NSFT, the higher order moments tend
to 0, and as expected from the central limit theorem,
the distribution of Eq. (2.18) can be approximated by a
Gaussian with the mean and standard deviation given in
Eq. (2.20). Assuming that NSFT ≫ 1 and a Gaussian
is a good approximation, the number of “sigmas” nσ at
which a signal with optimum SNR ρopttot is expected to be
is given by

nσ =
µ(ρopttot , NSFT)− µ(0, NSFT)

σ(0, NSFT)
=

(ρopttot )
2

2
√
NSFT

. (2.21)
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FIG. 1. Colormap of F (f0, f∗) (defined in Eq. (2.30)) nor-
malized by its maximum value as a function f0 and f∗. For
Sn(f) we assume a typical LIGO O3 PSD [53]. We also show
with a dot the point where the maximum of the function is
reached, for f0,opt = 61.1Hz and f∗,opt = 126.8Hz with a value
of F (f0,opt, f∗,opt) = 7.77× 1021Hz1/24.

So if we want to detect a signal with a significance of nσ,
it needs to have an optimum SNR larger than

ρopttot = (4n2
σNSFT)

1/4 . (2.22)

To optimize our search, we want to maximize nσ. For
the inspiral part of a CBC signal, using the stationary
phase approximation and multiply the factor (2/5)2 to
average over the polarization, position in the sky, and in-
clination, the squared amplitude of the frequency domain
strain is given by [51]

|h̃(f)|2 =
1

30π4/3

(
c

dL

)2(
GMc

c3

)5/3

f−7/3 ∝ f−7/3,

(2.23)
where dL is the luminosity distance to the source. Using
NSFT = T/TSFT, Eq. (2.21) can be rewritten as

nσ =
(c/dL)

2 (
GMc/c

3
)5/3

15π4/3

√
TSFT

T

∫ f∗

f0

df

f7/3Sn(f)
.

(2.24)

To assess the potential of our search, it is interesting
to compute its range of reach as a function of the chirp
mass, the SFT length, and the significance nσ. This can
be done by solving for dL in Eq. (2.24),

dL
c

=

√
(GMc/c3)

5/3

15π4/3nσ

√
TSFT

T

∫ f∗(TSFT)

f0

df

f7/3Sn(f)
.

(2.25)
Here, the observation time T that needs to be substituted
into this equation is the time when the data and the CBC
signal coincide:

T = T (data ∩ CBC signal) , (2.26)
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FIG. 2. Colormap of nσ given by Eq. (2.21), normalized to
the maximum possible nσ that can be obtained at each chirp
mass as a function of the SFT length and the chirp mass. We
also show with a solid black line the optimum SFT length as
a function of the chirp mass. We assume the same typical
LIGO O3 PSD of Fig. 1, and use the optimum low-frequency
cutoff of f0 = 61.1Hz.

and the integral of Eq. (2.25) has to be computed only
over the frequencies contained in this time. The length
of the CBC signal between the low-frequency cutoff f0
and the frequency f∗, at which it stops being contained
in a single SFT, can be obtained from Eq. (2.8),

TCBC =
5

256

(
GMc

c3

)−5/3 [
(πf0)

−8/3 − (πf∗)
−8/3

]
≈ 5

256

(
GMc

c3

)−5/3

(πf0)
−8/3, (2.27)

where we have used the approximation (πf0)
−8/3 ≫

(πf∗)
−8/3. For simplicity, we assume that the signal is

fully contained in the data and so T = TCBC. Note that,
using a low-frequency cutoff of 60Hz, CBC signals with
chirp masses smaller than 1.4× 10−4M⊙ lasts more than
one year in the detector, as we can see from Eq. (2.27).
Substituting T = TCBC in Eq. (2.25), we obtain

dL
c

=

(
256TSFT

1125n2
σ

)1/4

f
2/3
0

(
GMc

c3

)5/4
√∫ f∗

f0

df

f7/3Sn(f)
,

(2.28)
and using the relation between TSFT and f∗ of Eq. (2.11),
we obtain

dL
c

=
211/8

(
GMc/c

3
)25/24

155/8π1/3

f
2/3
0

f
11/24
∗

√
1

nσ

∫ f∗

f0

df

f7/3Sn(f)
.

(2.29)
Here, f0 and f∗ are parameters that can be tuned by

changing the low-frequency cutoff and the SFT length.
In practice, we want to choose the values of f0 and f∗
that maximize the luminosity distances that our searches
can reach. In Eq. (2.29), we can separate the part that
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depends on f0 and f∗, and the function that we want to
maximize to obtain the optimum f0 and f∗ is

F (f0, f∗) =
f
2/3
0

f
11/24
∗

√∫ f∗

f0

df

f7/3Sn(f)
. (2.30)

Note that this function is solely determined by the shape
of the PSD and does not depend on the signal param-
eters, such as the chirp mass. In Fig. 1, we show the
colormap of F (f0, f∗) computed for a typical LIGO O3
PSD [26], where we observe that there is a well-defined
maximum at f0,opt = 61.1Hz and f∗,opt = 126.8Hz. To
obtain this value of f∗, the length of the optimum SFT
length depends on the chirp mass as given in Eq. (2.11)

T opt
SFT =

(
5π

96

)1/2(
GMc

c3

)−5/6

(πf∗,opt)
−11/6

= 8.50 s

(
Mc

10−2M⊙

)−5/6(
f∗,opt

126.8 Hz

)−11/6

.

(2.31)

In Fig. 2, we plot the optimum SFT length as a function
of chirp mass. We also plot the colormap of nσ/nσ,max,
where nσ,max is the value obtained when we apply the
optimal SFT length. This shows how much the signifi-
cance gets degraded when we apply non-optimum SFT
length.

Then, using the maximum of F (f0, f∗), we can derive
the maximum distance at which we can see an event as
a function of the chirp mass and nσ

dL=0.190Mpc

(
Mc

10−2M⊙

)25/24(nσ

10

)−1/2 F (f0, f∗)

7.77× 1021Hz1/24
.

(2.32)

Thus, for chirp masses of order Mc ∼ 5 × 10−2M⊙, the
range of reach of the search is of order 1 Mpc, while for
chirp masses of order Mc ∼ 6 × 10−4M⊙, the range of
reach of the search is of order 10 kpc.

This can be compared with the sight distance obtained
using a fully coherent search, which is given by [51]

dcohL =
c

nσπ2/3

√
2

15

(
GMc

c3

)5/6
√∫ fmax

fmin

df

f7/3Sn(f)
.

(2.33)

If we assume that the coherent search is performed be-
tween 20Hz and 2048Hz, with a typical LIGO O3 sen-
sitivity, the sight distance of the coherent search is ap-
proximately given by

dcohL =0.544 Mpc

(
Mc

10−2M⊙

)5/6(nσ

10

)−1

 ∫ fmax

fmin

df
f7/3Sn(f)

3.85× 1043Hz−1/3

1/2 .
(2.34)

This is interpreted as an optimal sensitivity, and we see
that the Viterbi algorithm can reach the luminosity dis-
tance with the same order of magnitude.

II.4. Constraint on PBH abundance

The primary motivation for exploring black holes in
this mass range is to investigate the possible existence
of PBHs. One of our key interests lies in constraining
the PBH abundance, often expressed as fPBH, the frac-
tion of PBHs relative to the dark matter abundance. Al-
though the constraints heavily depend on the PBH mass
function, here, for simplicity, let us consider a monochro-
matic mass function. Assuming the early binary forma-
tion channel [8], which is considered to be dominant com-
pared to the late binary formation [6, 7, 54], the comov-
ing merger rate density for equal-mass PBHs is given
by [55, 56]

R = 1.6× 106Gpc−3yr−1fsup

(
mPBH

M⊙

)−32/37

f
53/37
PBH ,

(2.35)

where mPBH is the PBH mass, fsup is the suppression
factor that effectively takes into account PBH binary dis-
ruptions by early forming clusters due to Poisson fluctu-
ations in the initial PBH separation, by matter inhomo-
geneities, and by nearby PBHs [55]. The value of the
suppression factor is still not clearly understood, but a
plausible range is 0.001 < fsup < 1 for relatively large
PBH fraction fPBH > 0.1 [55].
The non-detection of merger events provides an upper

limit on the rate density, given by Rupper ∼ ⟨V Tobs⟩−1,
where V represents the comoving volume to which obser-
vations are sensitive. In the range of our interest, specif-
ically < O(100) kpc, we can safely approximate that the
luminosity distance is equivalent to the comoving dis-
tance. Assuming the total observation time of Tobs = 1 yr
and substituting Eq. (2.32) to V = 4πd3L/3, we obtain

Rupper = 53.7Mpc−3yr−1

(
mPBH

10−2M⊙

)−25/8

. (2.36)

By comparing Eqs. (2.35) and (2.36), we obtain

fPBH = 935f−37/53
sup

(
mPBH

10−2M⊙

)−669/424

. (2.37)

While this surpasses the interesting limit, it is important
to note that within our galaxy at distances of approx-
imately 50 kpc, which corresponds to the horizon dis-
tances for black hole masses smaller than ∼ 3×10−3M⊙,
we can anticipate an enhancement in the event rate pro-
portional to the over-density of dark matter. Subse-
quently, the merger rate density is amplified by a fac-
tor of ∼ 3.3 × 105 [39], resulting in an interesting upper
bound of

fPBH = 0.11f−37/53
sup

(
mPBH

10−3M⊙

)−669/424

. (2.38)

Here, we have considered only the rate density enhance-
ment within our galactic halo. However, one can also an-
ticipate additional directional enhancements at the galac-
tic center or within the solar system vicinity, which could
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FIG. 4. Signal detection using the Viterbi algorithm in the case of [Mc, dL] = [10−2M⊙, 147kpc]. Left panel: The spectrogram
of the injected signal hidden within the Gaussian noise. Right panel: The detected signal by the Viterbi algorithm.

further strengthen the constraints, as discussed in [39].
Note also that this represents the sensitivity curve of O3,
and the constraints are expected to improve, yielding an
enhanced upper bound with future upgraded detectors.

III. TEST WITH MOCK DATA

In this section, we demonstrate a search of PBH com-
pact binary coalescence with the SOAP algorithm. For
simplicity, we focus on cases where the two bodies have
equal masses and zero spins. We inject signals into Gaus-
sian noise generated with the O3 PSD, considering three
different chirp masses, i.e. [10−2, 5× 10−3, 2× 10−3]M⊙.
The CBC signals in the SSB are simulated using the
3.5PN TaylorT3 approximant [57]. This approximant

was chosen, because it gives a closed analytical form of
the waveform as a function of time, allowing us to eas-
ily compute the signal in segments, which is necessary,
due to memory limitations, for preparing the very long
signals considered in this study. We then compute the
time-dependent projection of the signal into the Hanford
and Livingston detectors using lalsuite [53].

Following the theoretical predictions for the optimum
SFT length given in Eq. (2.31), we find that the optimum
SFT lengths needed for chirp masses considered here are
[8.5, 15, 32] s, respectively. We use the LALPulsar li-
brary [53, 58], more specifically the lalpulsar MakeSFTs
function, to create the SFTs.

Using the python soapcw library [50], we have suc-
cessfully detected the injected signals that correspond to
PBH inspiral signatures. In Fig. 3, we plot the Root
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FIG. 5. The normalized maximum probability of signal
detection as a function of the luminosity distance for the cases
of Mc = 10−2M⊙ and Mc = 5× 10−3M⊙.
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FIG. 6. The average amount of time needed in order to
complete signal detection with a standard M1 MacBook Pro
for Mc = 10−2M⊙.

Mean Square (RMS), differences between the injected
signal and the track detected by the Viterbi algorithm
given in units of frequency bins, as functions of the lu-
minosity distance of the source (left panel) and their
matched filter SNR (right panel). The larger the RMS
value, the larger the deviation between the injected sig-
nal and the detected one. As seen in the right panel,
we observe that the efficiency of the algorithm is get-
ting progressively worse as we lower the SNR. In the left
panel, we observe a similar but reverse correlation be-
tween the RMS and the dL of the sources. The result
is consistent with our sensitivity estimate, Eq. (2.32),
which indicates dL = [190, 92, 36]kpc (with nσ = 10) for
[10−2, 5× 10−3, 2× 10−3]M⊙.

Fig. 4 displays the spectrogram, illustrating the track
of the injected signal in Gaussian noise (left panel) and
the track detected by Viterbi (right panel) for the case
of [Mc, dL] = [10−2M⊙, 147kpc]. The corresponding
matched filter SNR is 86.8. This represents the marginal
luminosity distance where the RMS starts to increase for
larger distances. We observe that the algorithm success-
fully traces the signal, with the exception of a small por-
tion at lower frequencies due to the lower SNR in that
range. When the source is at a closer distance, the track
is accurately detected even at low frequencies.
Furthermore, in Fig. 5, we show a plot of the nor-

malized maximum probability of signal detection via the
algorithm as a function of the luminosity distance for
the case of Mc = 10−2M⊙ and 5 × 10−3M⊙. It is the
highest value of the log probability in the last element of
the track and can be interpreted as an indicator of confi-
dence. Note that it reflects the extent to which the prob-
ability is degraded compared to the noiseless case. Thus,
it carries a different meaning from the detection proba-
bility. Again, we can see that the algorithms’ efficiency
diminishes as the luminosity distance increases. Lastly,
in Fig. 6, we present an estimate of the average time re-
quired to perform signal detection for Mc = 10−2M⊙.
The calculation was conducted on a standard M1 Mac-
Book Pro, utilizing a sample of detections with varying
dL values. Note that only the SOAP algorithm part is
considered, and the SFT preparation time is excluded.
The major advantage of the Viterbi algorithm is evi-
dent: the search can be efficiently completed in approxi-
mately 10 seconds with a laptop computer. We have ob-
served that the calculation time remains relatively con-
stant across different masses. In fact, the more time-
consuming part is the SFT preparation. To prevent sig-
nal loss, it is essential to prepare various datasets with
differing SFT lengths to search for different PBH masses.
Referring to Fig. 2, we find that, to maintain a loss of
detection efficiency below 10%, the SFTs should be pre-
pared with a mass bin size of ∆ log10 Mc ∼ 0.3.

IV. CONCLUSIONS

In this paper, we have considered the application of
Viterbi algorithm to small mass black hole binary search
for a range that is not accessible by the current sub-
solar mass search and CW search. A notable distinc-
tion from the CW approach is the necessity to segment
the data appropriately, accounting for the gradual evo-
lution of the signal frequency. As a key outcome, we
have provided an estimation of the optimal length for
the SFT that enhances our search efficiency. Addition-
ally, we have provided sensitivity estimations based on
the O3 noise curve. We then demonstrated that it is
indeed possible to use the Viterbi algorithm to scan
the LVK data and accurately point to the gravitational
wave signals. We have tested the method by inject-
ing signals from sources with 3 different chirp masses,
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[10−2, 5×10−3, 2×10−3]M⊙, considering luminosity dis-
tances within the range of dL = [5, 150] kpc and success-
fully captured the signal for close events.

The Viterbi algorithm is highly efficient in terms of
computational cost and benefits greatly from the fact
that it is agnostic of the characteristic signature of the
gravitational waveform of the hidden signal. On the other
hand, it sacrifices in terms of accuracy in its prediction.
Therefore, we can use this methodology to provide a
quick, first search of possible signals hidden within the
data, and then it should be followed by a more thorough,
in-depth analysis of the possible targets.

In the present work, we simulate the data assuming
that the noise is stationary and Gaussian. To employ
our method in real data analysis, we need to account for
the non-stationarity and non-Gaussianity of the detector
noise. Particularly, the narrow spectral disturbances, so-
called ‘lines’ that can severely degrade the sensitivity [59].
This point remains to be covered in future work. In ad-
dition, it would be interesting to cover the cases of asym-
metric and extreme mass ratios, as well as to expand the
chirp mass range that we consider in our analysis. Cur-
rently, the primary bottleneck in terms of computation
time is the SFT preparation, as we must adjust the FFT
length based on the considered chirp mass. We can tackle
this challenge by using SFDBs, incorporating functions
that facilitate easy changes to the FFT length. Moreover,
BSDs could potentially offer a solution [60–62]. This will
be another focus of our future work.
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Appendix A: Validity of the leading order post
Newtonian expansion

One of the key advantages of the Viterbi algorithm
is its agnostic nature, enabling us to follow the signal
track even when the GW inspiral signal deviates from
the power-law spectrum. Here, we evaluate the devia-
tion from the power-law evolution due to PN corrections
and show that indeed PN corrections alter the frequency
evolution in the cases of our interest. The next to leading
order PN expression is given by [57]

fGW(t) =
c3θ3c

8πGMc

(
1 +

(
743

2688
+

11

32
η

)
η−2/5θ2c

)
,

(A1)
where η = m1m2/(m1 + m2)

2 is the symmetric mass
ratio, Mc = η3/5M is the chirp mass and θc is defined as

θc(t) =

(
c3(tc − t)

5GMc

)−1/8

, (A2)

with tc being the coalescence time. From Eq. (A1), we
can deduce that the the correction to the leading order
PN approximation is given by

δf = fGW(t)− fLO
GW(t) =

c3θ3c
8πGMc

(
743

2688η2/5
+

11

32
η3/5

)
θ2c

= fLO
GW(t)

(
743

2688η2/5
+

11

32
η3/5

)(
8πGMcf

LO
GW(t)

c3

)2/3

,

(A3)

where fLO
GW(t) is the leading-order PN approximation of

the frequency evolution that we want to test. The condi-
tion that has to be satisfied to neglect higher-order terms
is that the error in the frequency approximation is smaller
than the resolution of the SFT, that is

δf <
1

TSFT
. (A4)

Using Eq. (A3), this is equivalent to

f <

(
743

2688η2/5
+

11

32
η3/5

)−3/5

T
−3/5
SFT

(
8πGMc

c3

)−2/5

,

(A5)
where we have defined fLO

GW(t) ≡ f to simplify the nota-
tion. We observe that Eq.(A5) establishes the maximum
frequency up to which the leading-order PN approxima-
tion is valid. In Eq.(2.11), we have also determined that,
for a given SFT length, there is a maximum frequency
f∗ beyond which the energy of the SFT will be contained
in a single frequency bin. If in Eq. (A5) we evaluate
f = f∗(TSFT) to check the condition at the point where
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it is more likely to be violated, we find

TSFT <
1944π6

3125

(
743

2688η2/5
+

11

32
η3/5

)−11
GMc

c3

= 0.00467s

(
743

2688η2/5 + 11
32η

3/5

0.6309

)−11(
Mc

10−2M⊙

)
.

(A6)

where for the evaluation we have assumed the equal
mass case (η = 1/4) which gives the loosest constraint.
For typical SFT lengths used in GW searches, which
are ∼O(1s) in the shortest cases, we observe that there
should be measurable deviations from the leading order
PN evolution.
Finally, this condition becomes more severe for asym-

metric mass case (small η). Therefore, the advantages of
the Viterbi algorithm may become more prominent, par-
ticularly in scenarios such as mini EMRI searches [63].
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tering of massive Primordial Black Holes as Dark Mat-
ter: measuring their mass distribution with Advanced
LIGO. Phys. Dark Univ., 15:142–147, 2017. doi:
10.1016/j.dark.2016.10.002.

[8] Misao Sasaki, Teruaki Suyama, Takahiro Tanaka,
and Shuichiro Yokoyama. Primordial Black
Hole Scenario for the Gravitational-Wave Event
GW150914. Phys. Rev. Lett., 117(6):061101, 2016.
doi:10.1103/PhysRevLett.117.061101. [Erratum:
Phys.Rev.Lett. 121, 059901 (2018)].

[9] Sebastien Clesse and Juan Garćıa-Bellido. Seven Hints
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[39] Andrew L. Miller, Sébastien Clesse, Federico De Lillo,
Giacomo Bruno, Antoine Depasse, and Andres Tanasi-
jczuk. Probing planetary-mass primordial black holes
with continuous gravitational waves. Phys. Dark Univ.,
32:100836, 2021. doi:10.1016/j.dark.2021.100836.

[40] A. Viterbi. Error bounds for convolutional codes and
an asymptotically optimum decoding algorithm. IEEE
Transactions on Information Theory, 13(2):260–269,
1967. doi:10.1109/TIT.1967.1054010.

[41] S. Suvorova, L. Sun, A. Melatos, W. Moran, and R. J.
Evans. Hidden Markov model tracking of continuous

gravitational waves from a neutron star with wander-
ing spin. Phys. Rev. D, 93(12):123009, 2016. doi:
10.1103/PhysRevD.93.123009.

[42] S. Suvorova, P. Clearwater, A. Melatos, L. Sun,
W. Moran, and R. J. Evans. Hidden Markov model
tracking of continuous gravitational waves from a bi-
nary neutron star with wandering spin. II. Binary orbital
phase tracking. Phys. Rev. D, 96(10):102006, 2017. doi:
10.1103/PhysRevD.96.102006.

[43] A. Melatos, P. Clearwater, S. Suvorova, L. Sun,
W. Moran, and R. J. Evans. Hidden Markov model
tracking of continuous gravitational waves from a bi-
nary neutron star with wandering spin. III. Rotational
phase tracking. Phys. Rev. D, 104(4):042003, 2021. doi:
10.1103/PhysRevD.104.042003.

[44] Joe Bayley, Graham Woan, and Chris Messenger. Gen-
eralized application of the Viterbi algorithm to searches
for continuous gravitational-wave signals. Phys. Rev. D,
100(2):023006, 2019. doi:10.1103/PhysRevD.100.023006.

[45] Joseph Bayley, Chris Messenger, and Graham Woan. Ro-
bust machine learning algorithm to search for continuous
gravitational waves. Phys. Rev. D, 102(8):083024, 2020.
doi:10.1103/PhysRevD.102.083024.

[46] Joseph Bayley, Chris Messenger, and Graham Woan.
Rapid parameter estimation for an all-sky continuous
gravitational wave search using conditional varitational
auto-encoders. Phys. Rev. D, 106(8):083022, 2022. doi:
10.1103/PhysRevD.106.083022.

[47] L. Sun, A. Melatos, S. Suvorova, W. Moran, and
R. J. Evans. Hidden Markov model tracking of con-
tinuous gravitational waves from young supernova rem-
nants. Phys. Rev. D, 97(4):043013, February 2018. doi:
10.1103/PhysRevD.97.043013.

[48] Ling Sun and Andrew Melatos. Application of hidden
Markov model tracking to the search for long-duration
transient gravitational waves from the remnant of the
binary neutron star merger GW170817. Phys. Rev. D,
99(12):123003, 2019. doi:10.1103/PhysRevD.99.123003.

[49] A. Melatos, L. M. Dunn, S. Suvorova, W. Moran, and
R. J. Evans. Pulsar glitch detection with a hidden
Markov model. Astrophys. J., 896(1):78, 2020. doi:
10.3847/1538-4357/ab9178.

[50] https://pypi.org/project/soapcw/.
[51] Michele Maggiore. Gravitational Waves: Theory

and Experiments. Oxford Master Series in Physics. Ox-
ford University Press, 2007. ISBN 978-0-19-857074-5,
978-0-19-852074-0.

[52] Milton Abramowitz and Irene Stegun.
Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables. Dover Publications,
Incorporated, 1974. ISBN 0486612724.

[53] LIGO Scientific Collaboration, Virgo Collaboration, and
KAGRA Collaboration. LVK Algorithm Library - LAL-
Suite. Free software (GPL), 2018.

[54] Martti Raidal, Ville Vaskonen, and Hardi Veermäe.
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